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Abstract: The tensegrity framework consists of both compression members (struts) and tensile members 

(cables) in a specific topology stabilized by induced prestress. Tensegrity plays a vital role in technological 

advancement of mankind in many fields ranging from architecture to biology. In this paper we have reviewed 

topological classification of elementary cells of tensegrity structures including rhombic, circuit and Z type 

configurations. Further, different types of tensegrities created on the basis of these configurations are 

studied and analyzed, for instance Tensegrity prism, Diamond tensegrity, and Zig-zag tensegrity. Then we 

focus on special features, classification and construction of high frequency tensegrity spheres. They have a 

wide range of applications in the construction of tough large scale domes or in the field of cellular 

mechanics. The design approach of double layer high frequency tensegrities is outlined with help of a six 

frequency octahedral tensegrity network where inner and outer layers of tendons are inter-connected by 

struts and tendons. The construction of complicated single and double bonding spherical tensegrity systems 

using a repetetive pattern of locked kiss tensegrity is reviewed. Form-finding procedure to design a new 

tensegrity structure or improve the existing one by achieving the desired topology and level of prestress is 

discussed at the end. Types of tensegrities, their configurations and topologies studied in this paper can be 

helpful for their recognition and, consequently, bring their broader application in different technical fields. 

Keywords: Tensegrity, Struts, Cables, Prestress, Configuration. 

1. Introduction 

Fuller (1961) coined the term “tensegrity” by combining two words “Tensional + Integrity”; it means that 

integrity of a structure consisting of tension and compression components relies on the tension members. 

A brief definition of tensegrity structures could be ‘A tensegrity system is established when a set of 

discontinuous compressive components interacts with a set of continuous tensile components to define a 

stable volume in space’. They don’t need any support to keep their shape and are self-equilibrated pre-

stressed structures (Fuller, 1975). Theory of tensegrity structures is well known in statuary, architecture or 

civil engineering while in other engineering branches the potential of these structures is not yet fully 

explored. This paper summarizes the up to date knowledge on tensegrity structures and presents some of 

their applications in various technical fields, especially in computational modelling. 

Fig. 1: Primary weave cells and equivalent basic 2D tensegrity modules (from Snelson (2012)). 
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2. Simplest and Diamond Tensegrities 

Tensegrities differ from more usual strut-frames (lattice works, truss frames) by existence of cables 

bearing tension only. Therefore they can be designed as equivalents of statically indeterminate strut 

frames; prestress induced by pretension in cables ensures shape and integrity of the structure under load. 

The simplest 2D tensegrities are presented in Fig. 1. Fig. 2 presents creation of simple 3D tensegrities, 

while Fig. 3 shows how they can be enlarged into more complex multilayer structures. 

 

Fig. 2: a) Rhombic configuration; b) 2D and 3D tensegrity with circuit compression members. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Creation of more complex tensegrity structures from the octahedron. 

3. High Frequency Spheres 

Another principle of how to create more complex sphere-like tensegrities is based on principal (Platonic) 

polyhedrons (see Fig. 4). Triangular faces of these polyhedrons can be subdivided into smaller triangles 

(see Fig. 5) to create high frequency spheres with their shape closer to a sphere and with shorter elements 

more resistive to buckling. 
 

 

 

 

 

 

 

Fig. 4: Principal (Platonic) polyhedrons.  
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Fig. 5: Subdivisions of a triangular face applied in creation of high frequency spheres. 

For higher frequencies the individual triangles can be created of basic triangular tensegrity units created 

on the basis of octahedron tensegrity. This unit consists of three struts with some of the vertexes shifted 

centrally from the strut end (see Fig. 6). A sphere-like tensegrity structure can then be created by 

repeating these basic units over the surface of a chosen geometrical body (see Fig. 7).  

Fig. 6: Creation of a basic tensegrity unit from an octahedron by flattening it and removing some cables. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: Creation of a complex sphere-like structure from basic tensegrity units. 

4. Examples Based on Form-Finding Technique 

As shown above, the shape of the structure may vary rather substantially with respect to dimensions of 

the elements, positioning of vertexes, pretension of cables etc. The procedure of achieving a certain 

configuration of the structure is called form-finding. It is a method of how to design and generate a stable 

geometrical configuration of a tensegrity structure (when using mathematical modelling) inspired by 

specific geometrical forms under given conditions of pre-stress, such that it will remain stable and 

maintain its shape under a certain range of external loads and impacts. 

Examples of complex tensegrity structures are presented, applied in the field of modelling of mechanical 

properties of living cells (Fig. 8). In many animal cells, the most important mechanical component of the 
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cell is cytoskeleton, a typical discrete structure created by submembrane actin stress fibres, intermediate 

filaments surrounding the nucleus and attached to membrane receptors, and microtubules oriented in 

radial directions and connecting centrosome (an organel very close to nucleus) with membrane receptors. 

Realistic modelling of these structures during mechanical tests of cells is decisive for understanding the 

influence of mechanical stimuli on biochemical responses of the cell. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: a) Tensegrity based computational model of intracellular structure with 210 members; 

b) The same tensegrity model in simulated tension test of a cell (from Bursa et al. (2012)). 

 

 

Fig. 9: a) Basic mechanical components of animal 

cell; b) A new tensegrity based computational model 

of intracellular structure with 862 members, created 

using the form-finding technique. 
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Abstract: This review paper provides an introduction to the issue of lubricated Hertzian contacts and 

related elastohydrodynamic regime of lubrication. It deals with recent advances in such contacts in more 

detail. Emphasis is placed on the effects of surface topography involving real roughness and artificial 

features. These problems are discussed on the basis of experiments carried out at Institute of Machine and 

Industrial Design, Faculty of Mechanical Engineering, Brno University of Technology. 

Keywords:  Elastohydrodynamic Lubrication, Optical Interferometry, Roughness. 

1. Introduction 

Improved understanding of contact mechanics of critical components is required in the design process of 

modern high efficiency mechanical systems. When such contacts have to transfer high load under relative 

movement, lubrication is necessary to ensure low energy consumption and long durability. Many machine 

elements (gears; rolling element bearings; cam/follower systems etc.) have contacting surfaces that do not 

conform to each other and thus concentrated contact occurs. The contact area is very small and the 

resulting pressure is very high. 

From the point of view of machine design it is essential to know the values of stresses acting in such 

contacts. With assumption of dry elastostatic contact, these stresses can be calculated from analytical 

formulae, based on theory developed by Hertz in 1881. For a general point contact (with different 

principal relative radii of curvature in orthogonal planes) this theory predicts an elliptical contact area and 

a semi-ellipsoid contact pressure distribution. When a movement of the surfaces occurs, rolling and 

sliding is presented in the contact. In general, rolling results in increase in contact area and modification 

of contact stress distribution. However, the most critical influence on subsurface stress is due to sliding. 

Lubrication is an effective way how to reduce friction and subsurface shear stress, separate surfaces and 

remove wear in rolling/sliding contacts. This case of lubricated Hertzian contacts is called 

elastohydrodynamic lubrication (EHL). EHL is a mode of fluid-film lubrication in which hydrodynamic 

action is significantly enhanced by surface elastic deformation. The lubricant is exposed to high pressures 

(up to 3 GPa) and shear rates (up to 10
8
 s

-1
) whereas lubricant film thickness is in submicron scale. Under 

these conditions, change of lubricant viscosity with pressure plays an important role. The lubricant 

behaviour fundamentally affects pressure distribution and lubricant film shape. 

The EHL film thickness and shape has been the main area of interest since 1960s when milestone 

isothermal EHL theory was proposed (Dowson et al., 1962) and confirmed experimentally not long after 

that (Gohar and Cameron, 1963). Classical EHL theory predicts typical horse-shoe shaped film thickness 

profile and exit pressure spike, as shown in Fig. 1. Up to the present, considerable effort has been devoted 

to describe various phenomena which occur in EHL. In this effort an experiment play an important role 

because it allows confirming new theories, or on other hand, it may shed new light on this problem. 

One of the most powerful experimental approaches in EHL is ball-on-disc tribometer coupled with optical 

interferometry method, which allow to determine film thickness distribution in contact between steel ball 

and transparent (mainly glass) disc (Spikes, 1999; Hartl et al., 2001). Typical EHL interferogram is 

shown in Fig. 1.  
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Fig. 1: EHL film thickness and pressure profile in rolling direction and EHL interferogram. 

2. Surface Topography 

2.1. Real roughness 

In engineering practice no surface is ideally smooth. As the ratio of mean film thickness to surface 

roughness height is decreasing the roughness starts to substantially affect contact pressure distribution. 

When the film is broken down it results in further increase in the pressure as well as friction and wear 

caused by the direct surface interaction. Coherent effective lubricant film can be hardly formed under 

these operational conditions, so that, the knowledge of surface roughness influence on fluid film is 

essential. The initial studies of the roughness influence on the film thickness used a stochastic approach. 

Primarily the effects of roughness orientations on global film thickness variations were studied. During 

the last decades more interest has been focused on deterministic studies that can reflect local changes. 

One of the most important result have been development of an amplitude attenuation theory which 

provides analytical expressions that estimate how the amplitude of a given harmonic surface feature 

changes inside EHD contact. The behaviour can be completely described by a single curve known as an 

amplitude attenuation (reduction) curve, defined as the deformed to initial amplitude ratio. This theory 

says that roughness components with small wavelengths are deformed inside the contact much more than 

these with high wavelengths (Lubrecht and Venner, 1999). Recently, this theory was validated based on 

FFT analyses of real roughness measurements (Sperka et al., 2010; Sperka et al., 2012a). The scheme of 

this validation is shown in Fig. 2. 

2.2. Artificial features 

For a better understanding of the behavior of roughness in EHL contact, experimental works have been 

mostly oriented on the artificially produced asperities like ridges (negative) and bumps (positive). 

Someone can assume that passing of positive roughness features thru the contact should have strong 

impact on film thickness, while the effect of negative roughness features should be much less significant 

because this feature cannot interact with opposite surface. However, recent experiments show that the 

reality is the exact opposite, as shown in Fig. 3. Even a very high bump is nearly totally pushed into the 

surface thanks to high local pressure and a piezoviscosity of lubricant. However when equivalent surface 

ridge passes thru the contact, lubricant leaks from the surface feature due to low pressure and breakdown 

o 

 

 

 

 

 

 

 

Fig. 2: Scheme of analysis of real roughness deformation (Sperka et al., 2010). 
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Fig. 3: Surface bump and ridge passing thru the EHL contact and its effect on film thickness. 

of lubricant layer occurs (Kaneta et al., 1992; Sperka et al., 2012b). These results show that roughness 

effects on film thickness and roughness deformation cannot be neglected in prediction of lubrication 

regime. Other kind of surface topography consists in the artificial microtextured surfaces. Design of 

mechanical seals or piston rings involve lubricated contacts formed between conformal surfaces having 

artificially produced microfeatures of controlled size, shape, and density on sliding surfaces. In such a 

case of conformal sliding contact, microfeatures can be considered as lubricant reservoirs and can trap 

debris particles to diminish friction and wear.  

Fig. 4 shows experimental results with an array of microdents prepared by mechanical indentation. They 

suggested that the microtexturing might help to improve the efficiency of lubrication films within highly 

loaded contacts once shallow microdents are used (Krupka et al., 2010). This effect may be beneficial 

mainly under transient conditions, especially when speed and load changes rapidly, as is the case of 

cam/tappet contact (Krupka et al., 2011). However, the presence of microdents within highly loaded 

contacts results not only in significant changes in lubricant film thickness but also in pressure distribution. 

Highly localized pressure peaks in the vicinity of microfeatures increase subsurface stresses. So, the 

effect of surface texturing on rolling contact fatigue was studied (Vrbka et al., 2010). It has been found 

that the application of surface texturing is not necessarily accompanied with the reduction of RCF life.  

 

Fig. 4: Effect of surface texturing using microdents on film thickness (Krupka et al., 2010). 

3. Specific In-Contact Film Shape 

In smooth contacts classical EHL theory predicts flat plateau in central (in-contact) zone of EHL contact. 

However during last years some experimental and numerical studies showed that various film shape 

features may be formed in the in-contact zone, mainly under rolling-sliding conditions. Very common 

phenomenon is a dimple phenomenon (Kaneta et al., 1996). This effect is characterised by local increase 

in film thickness in the central part of the contact and occurs under the specific sliding conditions, as 

shown in Fig. 5. Several types of models have been proposed to explain the dimple phenomena. The most 

accepted is model of temperature–viscosity wedge action consisting in unequal temperature and thus 

viscosity distribution across the film thickness. Moreover, recently it has been found that among others 

also an angle between sliding and rolling velocity has a strong influence on in-contact film shape (Omasta 

et al., 2013). This phenomenon is due to the different heat flow through the contact. 
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Fig. 5: Interferogram and film thickness profile for pure rolling and high sliding conditions. 

4. Conclusions 

Lubricated Hertzian contacts and hence EHL regime is of great importance in many mechanical 

components. An understanding of processes that take place in the contacts is crucial to make things work 

better. Recent findings obtained using optical interferometry brings new challenges and allow extending 

the present EHL theory. 
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Abstract: Many industrial devices positively utilize the action of centrifugal forces induced by highly 

swirling flows (e.g. hydrocyclones, swirl burners). On the other hand swirling flow causes significant 

problems in operation of turbines or aircraft. Presented paper is going to review the current state of 

knowledge about swirling flows (stability of swirling flows, vortex breakdown phenomenon, helical 

precessing vortex core) and outline possible approaches leading to better understanding of these 

phenomena. Inevitably it is a mixture of analytical techniques, computational simulations and advanced 

experiments. It also proves efficient to employ some of the methods for spatio-temporal description of 

dynamical systems like proper orthogonal decomposition (POD). 

Keywords:  Swirling flow, Stability, Vortex rope, Proper orthogonal decomposition. 

1. Introduction 

Strongly swirling flows are quite common in lots of industrial applications. Resulting centrifugal forces 

are exploited in many devices especially in chemical and processing industries, furnaces and combustion 

chambers, HVAC, etc. The reason is that centrifugal forces are much more effective than only the action 

of gravity. Positive effect of swirl is utilized for solid particles separation and classification (cyclones, 

hydrocyclones), flame stabilization (swirl burners), cooling/heating of air (vortex tubes), in fluidic 

devices (swirl valves), measurement devices (vortex flowmeters). Most of these devices are mechanically 

very simple, very often with no moving parts. The only two problems, which are connected with their 

operation are: 

 increased hydraulic losses, 

 limit on the operation is imposed by stability of the swirling flow. 

Whereas the first issue is not very severe and devices achieving same function with different design or 

using different principle would have similar energy consumption or much higher manufacturing costs, the 

latter issue poses a serious problem, because it restricts further intensification of the swirling apparatus 

processes. The limit point is so called vortex breakdown. 

Swirling flows are also typical in turbomachinery, where vortical structures are tackled as undesirable 

features. Highly swirling flow leaves the runner of hydraulic, steam or combustion turbines. The rear 

diffuser of these machines is an appropriate place, where vortex breakdown occurs resulting in precessing 

helical vortex, which induces pressure pulsations, vibrations and noise. Instability of swirling flow also 

appears on wing tips, where it leads to stream disturbances, which limit air traffic. 

Rather common are instabilities of the vortex breakdown type also in nature. The best known example is 

tornado or waterspout. 

2. Swirling Flows and Coherent Structures 

Swirling flows are very susceptible to instabilities. Instability of particular interest in industrial 

applications is vortex breakdown. This phenomenon is characterized by axial velocity decrease along the 

axis of the swirl, eventually internal stagnation point or even backflow, and by formation of bubble, 

which later transforms, with increased swirl intensity, into helical vortical tube. Precessing helical core 
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satisfies definition of the coherent structure, i.e. flow structure, which persists for a relatively long time or 

the flow structure which remains after subtracting the noise from the flow field. 

While vortex breakdown bubble can only be observed for low Reynolds numbers and relatively low swirl 

numbers (see Figs. 3, 4), the helical precessing core (see Fig. 2) forms a very compact vortical structure, 

which is associated with high Reynolds numbers and broad range of swirl numbers Sr. 

    
 

 

∬          

   
   

 (1) 

Helical precessing core starts to appear for higher swirl rates in the aft of the vortex breakdown bubble. 

Further increase of swirl leads to disappearance of the bubble and helical precessing vortex core 

dominates the flow. It was hydraulic machinery, where this helical vortical structure, known also as 

vortex rope, was experimentally observed and studied for the first time. Characteristic frequency of the 

vortex rope rotation is 20-30% of the runner speed. Therefore it is a typical source of low frequency 

pressure pulsations in hydraulic turbines. 

 
 

Fig. 3: Bubble vortex breakdown in cylinder with 

rotating top lid (laminar flow), exp.: left side 

(Escudier, 1984) comp.: right side (Rudolf, 2008). 

Fig. 4: VB map for cylinder with rotating lid, 

(Escudier, 1984), crosses: CFD simulation  

(Rudolf, 2008). 

 

 

Fig. 1: Hydrocyclone (Rudolf, 2013). Fig. 2: Vortex rope in hydraulic turbine draft tube  

(Ciocan et al, 2007). 
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3. Stability of Swirling Flow 

Theoretical analysis of the swirling flow stability is dating back to sixties, but systematic analysis of the 

vortex breakdown, including its spiral form, was initiated by Gupta et al (1984). Investigation carried out 

with Euler equations for inviscid flow by Pochylý et al (2009a) and Pochylý et al (2009b) revealed that 

the swirling flow is extremely sensitive to boundary conditions. Conclusion is that proper distribution of 

not only velocity components at the domain inlet, but especially their derivatives is decisive for the 

inception of the unstable behavior.  

4. Computational Modeling of Swirling Flow 

Development of computational methods in fluid mechanics enabled new possibilities in study of the 

swirling flows. While laminar flow computations are managed without difficulties, turbulent flows still 

pose problem due to the uncertainty in turbulence model choice. It was noted by Skoták and Rudolf 

(2001) that Reynolds stress model offers the minimum complexity level for correct capturing of the 

vortex rope in the hydraulic turbine draft tube. Yet higher level of detail, but at substantially higher 

computational costs, is offered by large eddy simulations and different crossovers between RANS and 

LES approaches (e.g. detached eddy simulation). However it still remains serious problem and obtaining 

reliable vortex breakdown map in turbulent regime for broad range of swirl numbers is not feasible. 

Computational complexity can be further increased by presence of vapour phase in case of cavitating 

vortex rope or by combination of phases (water - air - solid particles) in case of hydrocyclone (Rudolf, 

2013). 

   
 

a) 70% of BEP discharge b) 90% of BEP discharge c) 100% of BEP discharge 

Fig. 5: Vortex rope visualized by contour of constant pressure (CFD simulation) (Rudolf, 2009). 

 

                 a) 70% of BEP discharge b) 90% of BEP discharge c )100% of BEP discharge 

Fig. 6: Vortex ropes experimentally visualized by cavitation (Jacob, 1993). 

5. Decomposition of Swirling Flows 

Promising results in analysis of swirling flows are offered by application of proper orthogonal 

decomposition (POD). This technique was introduced by Lumley in 1967 (cited in Berkooz et al, 1993) 

for the spatio-temporal description of coherent structures in turbulent flow. Rudolf and Jízdný (2011) 

successfully applied POD for swirling flow in hydraulic turbine draft tubes. POD enables to decompose 

the flowfield into a set of spatial eigenmodes, which can be viewed as basic cornerstones of the flow. 
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Next step is development of low order dynamical model, which enables to model the spatio-temporal 

behavior of the swirling flow with only the most dominant eigenmodes. 

   

Fig. 7: Instantaneous snapshot of 

the vortex rope. 

Fig. 8: First eigenmode  

of the pressure field. 

Fig. 9: Fifth eigenmode  

of the pressure field. 

6. Conclusions 

Present extended abstract provides a very rough overview of the swirling flows in industrial applications 

and methods for their analysis. Importance of swirling flow in technology, where it plays both positive 

and negative roles, is stressed and need for better analytical description is underlined. While 

computational and experimental methods offer much more complex view than in past, we still lack the 

fundamental understanding of the instability process leading to vortex breakdown. 
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Abstract: Diseases of the cardiovascular system are on a high position in the statistics of deaths in our 

century. Nowadays in Poland, ischemic heart disease affects almost a million people and about 90 000 of 

them die every year. One of the most commonly used treatment methods is the coronary angioplasty with 

stent placement. There are many types of stents available, but we still need to look for new technologies and 

materials to provide better mechanical properties, physicochemical and biomedical stents. 

Keywords:  Enter Stents, Biomaterials, Cardiology, Atherosclerosis. 

1. Introduction 

The term "ischemic heart disease" describes a pathophysiologically and clinically diversed state of 

functional or permanent damage of the heart muscle (Ziołkowski et al., 2009). 

Population research has proven the steadily increasing prevalence of coronary heart disease. In Poland it 

is on average 620 cases per 100 000 for men and 220 cases per 100,000 for women. Rate of incidence 

depends on the place of the residence (lower in rural areas and higher in cities) and increases rapidly with 

age regardless of gender, especially after the age of 45.Currently we can notice a rise in the incidence of 

this disease among people between 20 and 30 years of age) (Karasek, 2008; Jakubowska-Najnigier, 2008; 

Ziołkowski et al., 2009). 

Taking into account the risk factors division made by Polish Cardiac Society (based on the guidelines of 

European Society of Cardiology), the most important and modifiable ischemic heart disease risk factors 

are considered to be: lifestyle, cigarette smoking, diet rich in an animal fat, physiological and biochemical 

factors, high cholesterol level (especially LDL), elevated triglycerides, hyperglycemia or diabetes and 

increased levels of homocysteine. 

The age over 45 years for men and over 55 for women, premenopause and other arteries disease caused 

by atherosclerosis should be considered as non- modifiable and independent of the patient risk factors 

(Murray, 2006). 

2. Coronary Atherosclerosis 

The most common reason (90%) of ischemic heart diseaseisa the rosclerosis of the coronary arteries. 

Over the years, the aging process was considered responsible forcoronary a therosclerosis. The new view 

on the pathomechanism of this disease was given not until the research from the mid of XIX century. The 

latest tests have shown, that atherosclerotic lesions are the result of a long process of inflammation, 

appearing in the vascular wallin response to inflammatory agents, hypoxia, free radicals or shear forces, 

damagingepithelial cells (Snarska, 2003). 
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The formation of atherosclerotic plaque in the coronary arteries begins with the permeation of the 

lipoprotein excess through endothelial layer. There they are caught by the immune cells (monocytes) and 

put into precinct of collagen fibers, forming the early fatty infiltration. Then the smooth muscle cell 

migrate from the central portion to the internal part of the vessel - Fig. 1 (Szwed, 2002). 

 
Fig. 1: The next phases of the formation atherosclerotic lesions in the coronary arteries: a) healthy 

artery; b) early fatty infiltration; c) atherosclerotic plaque; d) atherosclerotic plaque and thrombus 

(Marciniak, 2006). 

2.1. Coronary stents 

One of the most common treatment methods of coronary heart disease is percutaneous transluminal 

coronary angioplasty (PTCA). This is the procedure of expending the atheromatously changed section of 

coronary artery, using a baloon catheter introduced in the place of constriction. Classical angioplasty is 

suplemented with other techniques, using various instruments , most often with the intravascular stents 

implantation, which perpetuate the effect of the coronary artery extension (Szkutnik, 2010). 

Stents are a kind of metal, elastic scaffolding with a spatial, cylindrical construction and millimeter 

dimensions. They are implanted in a place of critically narrowed coronary artery section in order to 

support its walls and prevent from the narrowing of the vessel lumen. 

2.2. Properties characterizing the implants 

To avoid complications after the stent implantation and to improve its effectiveness, the metal stents 

construction should have the following properties (Patrick, 2001): 

 flexibility, that  makes it possible to carry the stent trough the bends of the coronary vessels and to 

implant it in a place of constriction; 

 ease of movement in the catheter and arteries; 

 low stent profile on the balloon; 

 low thrombogenicity, that protects from thrombosis and disease relapses; 

 tissue neutrality; 

 good extensibility that facilitates the expansion mechanism; 

 resistance to external forces, that reduces the vessel wall stretching and smooth muscle cells 

formation;  

 small total stent surface; 

 good rheological properties; 

 good stent coverage of the vessel wall. 

2.3. Material used in stent construction 

The stents are made of biomaterial, which when introduced into the circulatory system may not result in 

dysfunctions of the body (damage to protein structure and blood morphotic elements, blocking the action 

of enzymes, changes in the composition of the electrolyte). At the same time they should not initiate 
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toxic, mutagenic or immunological reactions (Williams, 1986). Nowadays, there are many types of stents 

available on the market. They are made of different types of materials. The most popular include: 

 austenitic steel AISI 316L ( most of stents) 

 nitinol (RadiusTM , CardicoilTM, HARTSTM, Paragon™), 

 alloys of platinum with iridium (AngiostentTM), 

 tantalum (Wiktor®, CordisTM , StreckerTM), 

 cobalt (Magic Wallstent™), 

 gold (NIROYALtm), 

 polymers (phosphorylcholine - DyvYsioTM stent, PTFE - Jostent®), 

 alloys of cobalt (DriverTM, VisionTM), 

 titanium (TTS)(Patrick W. Serruys., et al. 2001). 

In the production of coronary stents the most commonly used material is an austenitic acid resistant steel 

(AISI 316L). The austenitic acid resistant steels are a group of materials, that the earliest were adapted to 

implantation in human body. It was inextricably linked with modernizing of chemical and phase 

composition. 

Steels used for implants are of the highest quality and have the strictly defined composition. The main 

alloy elements in the steels of this type are chromium, nickel and molybdenum. Any other additions can 

cause the movement of boundaries of particular phases. 

In the steels intended for stents the ratio of Cr-Ni-Mo should be about 18% - 15% - 2.5%. As a result of 

the nickel concentration increase, the resistance to stress corrosion of steel rises. Moreover, high energy 

of nickel chloride formation impede the penetration of chloride ions into the oxide passive layer.  The 

molybdenum boosts the resistance to pitting corrosion, as well as chromium and helps to form the oxide 

layer on the surface. 

A very important aspect for this type of steel is the kind of purity and inclusions. Type of inclusions, their 

shape, number and layout can have a great impact on the anisotropy of mechanical properties of the 

material, visualized  more when the implant is miniaturized (Patrick, 2001). 

2.4. Implants resistant to restenosis 

Implantation of the metal stent can initiate a cascade reaction between blood components and the stent 

surface. This process is dangerous because it can cause blood clotting on the implant surface, which leads 

to recurrence of restenosis. Stents covered with the appropriate anticoagulants and materials lowering 

thrombogenicity, or those made of non-metallic materials, are used to prevent from such situations 

(Gabryel, 2009). 

The most popular at present are polymer materials, which have good blood biotolerance and witch are 

athrombiogenic. 

The number of species of non-biodegradable synthetic polymer used for the protective coating of stent 

surface is high, and the most popular are: polyurethane, silicone, polyethylene terephthalate, 

phosphorylcholine (Gabryel, 2009). 

The use of biodegradable stents, made of natural polymers (such as polylactic acids, polyglycolide, a 

polysaccharide) can be regarded as a significant achievement. Because of its diverse structure and 

properties some of these materials are biodegradable. The research results show that using this type of 

solution is a very effective way to prevent from blood clotting process as well as from restenosis. 

Concurrently with research on polymers began to use other biomaterials. The idea of using coatings of 

gold was aimed to improve the visibility of the stent in the screen. Reasons for choosing these coatings 

included the fact, that they limit the risk of blood clotting and reduce the implant's toxicity. The results 

showed, however, that they also can suffer from corrosion in body fluids' environment and do not prevent 

from restenosis (Edelman, 2001; Stefanini, 2011). 

New promising test results were achieved after covering the coronary stents with amorphous silicon 

carbide. Preliminary results show, that this material has a good corrosion resistance in the body fluids' 

environment, and that the coatings effectively reduce platelet activation (Atar, 2009; Dahm, 2009). 
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Application of drug-eluting stents can be considered as a very important step. The athrombogenic and 

anti-inflammatory substances are put into the polymer coatings structure. Then, when the implant is 

introduced, they are released gradually into the blood and vessel tissue. The medicines used in the surface 

layers of stents can be classified by their impact on the arteries wall and the coronary circulation system. 

The most commonly used are the medicines from the groups of drugs: anti-proliferative, 

immunosuppressive, inhibiting cell migration, stimulating the healing process and improving endothelial 

function and inhibiting clotting (Alfonso, 2013; Garg, 2013; Mulukutla, 2013). 

On the market there are many types of stents made of various kinds of biomaterials and covered or not 

with drugs. Despite this fact, many research into new technologies, that provide better mechanical and 

physicochemical properties of stents are still carried out. 
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Abstract: A unique and novel design of hydro power generation system is presented in this paper. Series of 

experiments were performed to determine whether power can be produced by utilizing the effect of 

gravitational pull, atmospheric pressure and the force of suction by allowing a certain quantity of water in 

a specific shaped tank to fall freely under gravity on a turbine runner to establish automatic suction due to 

partial vacuum created in the storage tank and weight off set. After carrying out a mathematical modeling, 

a physical model, was constructed to study various hydraulic effect. The actual model consisted of 

overhead water tank 8.5 meter high, 60000 liters capacity fitted with a Francis type turbine and an 

alternator. Penstock pipe of 300 mm diameter size was used to take water from overhead tank to the 

turbine.  Two auxiliary pumps were used to prime the overhead water tank. The tank was provided with 20 

suction tubes of 63.3 millimeter diameter size. This power plant was designed to generate 28.6 KW of 

hydro power on the principal of energy transformation utilizing force of gravity, atmospheric pressure and 

vacuum.  Being the new concept the results obtained exhibited that experimental model required certain 

improvements to make it feasible with maximum efficiency which are discussed under heading of 

recommendations. The design concept presented in this paper is an original work in this field. 

Keywords: Hydrovac, Gravity, Vacuum, Suction tubes, OHTRWTSWT. 

1. Introduction 

Hydro power is the most long-established renewable energy technology. The first water wheels used in 

irrigation were developed in the far-east over two-thousand years ago. Persian wheel was the first ever 

hydraulic machine used for this purpose (Rosita Fitch, 2012). Towards the middle of the 19th Century 

the first water turbines were developed and later it continued till 21st century saw the world’s largest 

hydro power plant- Three Gorges. Keeping in view the various laws of fluid mechanics and natural 

phenomena (Khurmi, 1970), it was thought that instead of constructing large reservoirs for hydropower, 

whether combination of universe-lasting gravitational force, atmospheric pressure and vacuum can be 

utilized effectively to design such a compact system which could produce hydro power or it can yield 

saving in energy in pumping devices? Hydrovac gravitational power generation is a new concept, 

utilizing the combined effect of gravitational force, atmospheric pressure and partial vacuum created in 

a water storage tank.  

Evidence was found for similar work in US when a patent was filed for energy producing through a 

power plant specifically designed and structured for use in association with a natural reservoir of water 

such as the sea, ocean, lake, river, etc. (Thompson, 1987). An evidence of similar work was also found 

on the website http://www.info@gravitypower.com accessed on June 2003, which claimed that a study 

was undertaken in May 1998 on Gravity Power System by National Engineering Lab (NEL) Glasgow 

Scotland. Siphon type power plants which work on negative pressure are in use in China for last many 

decades (HRC, 2009). 

2. Atmospheric Pressure and Vacuum 

Standard atmospheric pressure can lift a column of water in a closed pipe up to height of 10.3 meter (at 

sea level) if the closed top end of tube is under vacuum (Fig. 1a). 
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A certain quantity of water when stored in a tank at a head (h) is capable of producing power due to its 

potential energy. This water will tend to flow down through a nozzle, under the action of gravity and 

inertia and an instantaneous vacuum will be created at the top of air tight closed tank. This will evolve 

to establish an automatic suction through a primed suction tube. In this way a considerable amount of 

energy can be saved in pumping devices and also power can be generated (Fig. 1b). 

3. Description 

The basic mechanism is illustrated in Fig. 1c. A certain mass (m) of water is stored in an air tight 

overhead tank. When water will be flowing out of the delivery line (penstock) under gravity, 

theoretically the vacuum or negative pressure will be created on the top portion of this tank and two 

different situations can be encountered here: 

  

                   a)                                                b)                                                c)   

Fig. 1: Hydrovac Gravity Power System uses atmospheric pressure and vacuum to lift water. 

Under one situation, the “water will not flow at all”. Once the vacuum on the top portion of tank is 

created and valves of the suction pipes are closed, “the system may be vacuum locked”, and this flow 

will not be established till the time air or some other fluid is injected in the tank. This situation can be 

observed in water bowzers and oil tankers where air has to be injected inside through vent plugs for 

smooth discharge at outlet.  

Under other situation, when main outlet valve of penstock is open, water from gravity tank will flow out 

through turbine under free or forced flow condition and if the valves of already primed suction pipes are 

also open, negative pressure or vacuum on the top portion of  tank will be created. If intensity of this 

negative pressure is sufficient enough to suck the water through already primed suction pipes and if the 

outlet flow pressure of water is greater than the atmospheric pressure, water will start flowing from 

gravity tank and will be sucked back into gravity tank through suction pipes submerged in water. 

Pressure of water at outlet can be managed to be greater than the atmospheric pressure if a specially 

designed gravity tank with minimum surface friction is used (Fig. 2). Intensity of negative pressure will 

depend upon a few critical values like tank height, tank diameter, type of bends & internal friction of 

suction tubes, rate of discharge from main tank and nozzle diameter. This way water can be lifted up to 

a specific height without consuming power or utilizing minimum power as compared to conventional 

water lifting system. 

4. Methods 

Two concrete water tanks of capacity 44,000 liters in round shape suction tank (RWT), 1.52 m deep just 

below the main overhead steel tank (OHT) and 60,000 liters in square shape discharge tank (SWT), 1.15 

m deep respectively were constructed on two meter deep reinforced concrete raft foundation (Haruyuki, 

2004). An overhead steel tank (OHT) of 60,000 liters capacity was manufactured for storage of water at 

8.5 meter height (as it is a lower limit for atmospheric pressure to support a water column in Islamabad, 
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being 10.3 meter at sea level). Overhead tank was mounted on a hexagonal steel structure bolted on a 2 

meter deep concrete raft foundation (Poulos, 2005), (Fig. 2). 

       

                               a)                                                                                            b)  

Fig. 2:  Computer aided design and testing of working model. 

A 300 mm diameter intake Francis type turbine was fitted on a Penstock. The diameter of the runner 

was 300 mm which was designed to give 50 kW at a head of 40 meters, (Fig. 2b).  

4.1. Suction tubes 

Twenty x 63.3 mm diameter mild steel suction pipes were fitted over the top cover of main overhead 

tank. These suction pipes were submerged in the lower round water tank. The purpose of these suction 

tubes was to suck the water from round shaped ground level reservoir (RWT) under siphon action 

(shown in Fig. 2). 

5. Results and Discusssions 

Priming of the system: System was primed and a separate open end air vent tube was installed having 

an open end at height of 1.5 meter above the roof level of main tank which indicated the priming of the 

system. Total volume of the overhead tank and penstock was 69000 liters. The total time for priming the 

Overhead tank (OHT) and Round water tank (RWT) with one centrifugal pump of 2 kilowatt power was 

recorded as 108 minutes.  

Measurement of rate of discharge through turbine: Actual discharge from turbine was measured by 

calculating the actual volume of water coming out from turbine in a unit time (Fig. 3). 

            

        Fig. 3: Time verses water level reading.                            Fig. 4: Vacuum vs Suction valves. 
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Effect of opening suction valves:  System was primed and Turbine valve was opened and system was 

taken to maximum limit of negative pressure (595 tor), then each suction valve was opened one after the 

other. Effect of opening 1 to 18 suction valves shown gradual decrease in the reading of negative 

pressure. Decrease in negative pressure may be due to minor leakage in the system or the phenomena of 

formation of vapours under intense negative pressure in the main overhead tank. Actual maximum 

power produced by the system was observed as 7.2 kW with voltage rating of 240 volts AC and current 

rating of 30 amperes for 45 minutes under controlled flow conditions. 

6. Conclusion 

Further research is required, which should be integrated with investigations including computational 

fluid dynamics (CFD) analysis based on friction less material of piping like HDPE, raised water level in 

base tank and air vent at throat of penstock and evaluation of various types of turbines with different 

performance characteristics.  

7. Recommendations 

Following are the recommendations:  

 Francis turbine with 225 mm intake diameter may give positive results. It may be the most 

suitable option for present study. 

 HDPE pipe and HDPE valves may be the best option to minimize friction losses. 

 Trial with an additional 10 kW size motor may be used as starter to enhance the negative pressure 

(from 595 mm Hg to 610 mm Hg) in the main tank which can be disengaged after the suction is 

established.  

 A sand filled float may be induced in the round water tank (RWT), which will increase the water 

level in the base tank and ultimately will increase the pressure at the base of suction tubes. 

 Water level at the base tank can be increased by increasing the height of walls of RWT which 

will result in reduction of suction head. 

 The water coming out from the draft tube can be reversed into the RWT if the suction is 

established. 

 Air vent pipe at the throat of penstock will enhance the discharge pressure at turbine which may 

result in increase of vacuum inside the main tank. 
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Abstract: A phenomenon of engine knocking is observed when a portion of the air-fuel mixture inside 

combustion chamber self ignites. Analyzing vibration signal from the flat response piezoelectric sensor 

located on cylinder block is one of the most popular method that provides sufficient accuracy in knocking 

determination. Knock sensors used in almost all modern gasoline engines can deliver a signal that is 

correctly interpreted by an engine control unit (ECU). This is possible due to the research and experience of 

manufacturers. This paper briefly presents a preliminary concept of using simple, relatively inexpensive 

automotive piezoelectric knock sensors to determine knock combustion phenomenon in prototype internal 

combustion engine. Initial" flat response" sensors tests without external amplification devices were 

conducted. Future research is expected to determine the actual range of using cars sensors for serious 

measurements.  

Keywords:  Knock detection, Piezoelectric sensors, Internal combustion engine. 

1. Introduction 

Engine knocking is a phenomenon in which a portion of the air-fuel mixture inside combustion chamber 

self ignites. During that process, significant pressure increases and instabilities can be observed. Due to 

pressure waves, the cylinder block is likely to vibrate, usually in the 3-10 kHz frequency range (Bernhardt 

et al., 1988). The characteristic sound known as "knocking" or "pinging" can be observed. Optimal engine 

efficiency can be obtained near the threshold point of knocking, yet excessive knocking can decrease fuel 

economy, power output, and even lead to engine failure. It is therefore critical to determine whenever 

knocking occurs or false signals from various engine mechanical systems were acquired (Kiencke & 

Nielsen, 2005; Teichmann et al., 2012).  

Analyzing the signal from the flat response piezoelectric sensor located on cylinder block seems to be the 

most popular solution that provides sufficient accuracy. Engine sensitivity to the appearance of knocking 

varies as a function of engine load and speed (Taylor, 1985). Knock sensors used in almost all gasoline 

engines can deliver a signal that is correctly interpreted by an engine control unit (ECU). This is possible 

due to the research and experience of manufacturers. Though a designer building a new prototype engine 

is at the beginning of a long road, the designer must determine the method of establishing bench 

measurements to be risk-free for the engine itself. This paper addresses some preliminary concepts of 

using typical sensors to determine knock phenomenon while not using an engine's ECU. It is not a 

vibration measuring method; instead, it is a simplified and relatively inexpensive solution to make bench 

tests safer for a prototype engine without incurring excess expenses. 

Almost the same situation appears while testing changes in ignition systems, while testing electronic 

spark advance circuits, and while developing new fuel mixtures (Orliński, 2013). It is not possible to 

determine fuel anti-knock features while using original closed-loop ignition system of type found in 

production cars.  

2. Components Description 

At the beginning of test, two different models of "flat response" piezoelectric sensors from one 

manufacturer (NTK) were obtained. There was a significant time interval (more than 6 years) between 
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production dates of the sensors. Both sensors were mounted on a steel plate and appropriate tightening 

torque was applied. 

A precise data acquisition system with a sampling rate of 100 kS/s per channel and hi-input impedance 

greater than 10 MΩ was implemented. A professional actuator for further detailed testing of frequency 

response was selected. 

 

Fig. 1: Piezoelectric sensors mounted on actuator. 

3. Measurements 

Initial tests were conducted without any external amplifiers. Only excessive voltage protection was 

applied to the data acquisition system. As stated above, production date and sensor models were different 

but initial testing revealed that the piezoelectric element utilized in both was likely to be the same. Minor 

differences could be related to the unequal sensor distance from excitation force source, manufacturing 

tolerance, etc. 

Fig. 2 represents voltage versus time response to impulse excitation; no signal conditioning algorithms 

were applied. Amplitudes up to 3 V were observed. 
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Fig. 2: Voltage over time diagram. Impulse response, no amplification. 
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A Fast Fourier Transform algorithm was used to determine voltage amplitude at desired frequency range. 
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Fig. 3: FFT, semilogarytmic scale, frequency range 0-40 kHz. 

3 4 5 6 7 8 9 10

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

f [kHz]

U
 [

V
]

  
Fig. 4: FFT, linear scale, frequency range 3-10 kHz. 

4. Conclusions  

Conducted tests have shown that from the point of view of the knock phenomenon, voltage signal 

amplitude in a function of frequency is relatively small.  

In the case of laboratory measurements, such a situation is acceptable. However, in the case of 

measurements conducted with a real engine, signal noise associated with the proximity of the ignition 
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system components can significantly exceed the amplitude of the input signal. Moreover, the resolution of 

10-bit combined with +/- 5V range of A/D converters commonly used in the aftermarket automotive 

industry is insufficient for accurate analysis of a unamplified vibration signal. 

Several other measurement methods based on operational amplifiers in various configurations (non-

inverting voltage amplifier, charge amplifier) were examined as a preface to investigating further 

phenomenon. Utilizing automotive sensors that are used in cars is an inexpensive and comfortable 

solution; however, utilizing such sensors as scientific measurement tools can at best lead to 

misunderstandings. 

Future research is expected to determine the actual range of using cars sensors for serious measurements.  
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Abstract: Metallic heat exchangers have a number of well-known disadvantages, such as heavy weight and 

cost and low resistance to corrosion. Polymeric hollow fiber heat exchangers were proposed about a decade 

ago as an alternative for low temperature applications. A large-scale heat exchanger was prepared using 

hollow fibers with a special, “curly” shape. The heat exchanger's thermal performance was studied using hot 

(40-90°C) ethyleneglycol-water brine flowing inside of the fibers and cool air (20-30°C) flowing across the 

fibers. Experiments showed that the heat exchanger can achieve a significant heat transfer rate and have 

high values of overall heat-transfer coefficients (60-230 Wm
-2

K
-1

). Moreover, obtained results showed that 

the classical theory is not suitable to estimate outer convection and that special approach should be used. 

Keywords:  Hollow fiber, Plastic heat exchanger, Overall heat transfer coefficient. 

1. Introduction 

Polymers have many advantages, such as having smooth surface, resistance to corrosion and low weight. 

They are non-toxic; easy to shape, form and machine; and can be blended with different fillers to obtain 

additional properties (Han & Chung, 2011). According to Malik & Bullard (2005), most commercially 

available polymer heat exchangers are used in corrosive environments or in low temperature applications. 

Many different fields of plastic heat exchanger applications (desalination, heat recovery, cooling and 

cryogenics, humidification, solar energy, microelectronics and the computer industry) were noted by 

Zaheed & Jachuck (2004). Using thin-wall polymeric hollow fibers as heat exchanger tubes was first 

proposed by Zarkadas & Sirkar (2004). Heat transfer of PHFHEs for desalination applications was 

studied (Song et. al., 2010). It was shown that such devices have overall heat transfer coefficients up to 

2100 W m
-2

K
-1

 and compactness (conductance per volume) up to 3.5∙10
6
 W m

-3
K

-1
. 

Air heat transfer coefficients (HTC) are low and fins are usually used to increase the air-side heat transfer 

area in metal heat exchangers. However, polymer thermal conductivity is low so such polymer fins are 

ineffective and the primary heat transfer area of should be large enough. Hollow fibers are tubes of small 

diameter which can be closely packed within a small volume. According to Song, the packing density 

(heat transfer area to volume ratio) of hollow fibers can be as much as 3060 m
2
/m

3
. However, this means 

that many fibers need to be connected, uniformly distributed and supplied with fluid. Poor fiber 

distribution causes a so-called bypassing of liquid and decreases heat transfer. Using twisted fiber bundles 

is a simple method for distributing the fibers and preparing large-scale hollow fiber heat exchangers. 

2. Theory 

According to Zarkadas & Sirkar (2004), heat transfer inside a hollow fiber can be considered a 

conventional convection problem. It should be noted that only laminar-flow solutions are considered 

because PHFHEs normal operation are going in a laminar regime. Zarkadas & Sirkar (2005) proposed a 

relationship to calculate the mean Nusselt number of a thermal developing region based on limiting inside 

Nusselt number and incremental heat transfer number: 
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The geometrical configuration of twisted fiber bundles is difficult to describe because it is chaotic. 

Nonetheless, two approaches can be tested to estimate outer heat transfer. The Churchill & Bernstein 

(1977) relation can be used to calculate a Nusselt number across separate cylinders for a wide range of 

Reynolds and Peclet numbers (10
2
 < Re < 10

7
, Pe > 0.2): 

         
        ⁄     ⁄

[  (     ⁄ )  ⁄ ]
  ⁄ [  (

  

       
)
  ⁄

]
  ⁄

 (2)

The heat-transfer characteristics of an in-line bank of tubes can be estimated as proposed by Grimson 

(1937): 

              ⁄  (3)  

The values of the constant C and the exponent m depend on the geometric parameters used to describe the 

tube-bundle arrangement (C = 0.317 and m = 0.608 values were used). Reynolds numbers were calculated 

based on the mean velocity occurring in the frontal cross section. 

3. Experimental Study 

Fig. 1 shows a hollow fiber bundle (a) and heat exchanger consisting of 4 bundles (b). Its parameters are 

as follows: the fiber amount is 1880 mm, length is 650 mm, outer/inside diameter is 0.7/0.6 mm, overall 

heat transfer area based on outer fiber surface is 2.7 m
2
 and the frontal air flow area is 0.087 m

2
. Thermal 

performance tests were performed in a certified calorimeter room designed for testing automotive 

radiators. 50% by volume aqueous ethylene glycol (EG) solution was used as a hot medium circulated 

inside of the PHFHE and air was used as the cooling media. The inlet and exit temperatures and volume 

flow rates of the two streams were measured with calibrated equipment and observed in real time 

(frequency of 1 Hz). Temperatures of air were measured with sets of PT 100 temperature sensors placed 

in a regular pattern upstream (8 sensors) and downstream (19 sensors) of the heat exchanger. This gave 

the adequate approximation of air temperature fields to estimate mean temperatures. The inlet 

temperature of EG was 60°C and air inlet temperature was 20°C in 12 tests and 90°C and 30°C in other 9 

tests.  

Data reduction was performed as proposed by Zarkadas & Sirkar (2004). The effective mean temperature 

difference averaged over the total heat exchange area was determined by using the logarithmic mean 

temperature difference (LMTD) and appropriate LMTD correction factor F. The correction factor was 

calculated as suggested by Jeter (2006). Air-flow was considered as completely mixed and the flow inside 

the tubes was considered as completely unmixed. Additionally, we used the iterative procedure proposed 

by Zarkadas & Sirkar (2004) to determine simultaneously both the tube- and air-side heat-transfer 

coefficients based on our experimental data. In all calculations, liquids properties were evaluated at the 

average temperature between the inlet and outlet. The wall thermal conductivity needed for the 

calculations was taken to be equal to 0.18 W m
-1

K
-1

 for isotactic polypropylene (Mark, 1999). 

  

Fig. 1: a) Hollow fiber heat exchange bundle; b) Heat exchanger based on 4 bundles. 

 

a) b) 

57



 

 4 

4. Results and Discussion 

Tab. 1 gives the range of results obtained for the 21 heat-transfer tests performed with PHFHEs. It 

presents the tube- and air-side Reynolds numbers, the heat-transfer rates, the overall HTCs based on the 

outside fiber area, the heat exchanger effectiveness, and the number of transfer units (NTU). Tab. 2 shows 

that the heat-transfer rate of this device can reach high values of up to 21.6 kW (the device is about 

30x30x10 cm in size and several hundred grams in weight). Obtained overall HTCs (up to 230 W m
-2

 K
-1

) 

are reasonably high compared to finned-tube metal heat exchangers. In the literature (Holman, 2010), 

design values of 25-55 W m
-2

 K
-1

 are quoted for liquid-gas applications of finned-tube heat exchangers. 

These values include a total dirt factor which needs to be incorporated in the coefficients quoted in  

Tab. 1. However, the incorporation of the same fouling factor for polymer surfaces is questionable 

because limited experimental data about polymeric hollow fiber fouling is available. However, based on 

extremely high values of overall HTC it can be stated that PHFHEs have high thermal performance. 

Values of the thermal effectiveness and the NTU are high enough, up to 0.9 and 2.54, respectively. 

However, some experimental runs showed low NTU and effectiveness because the thermal effectiveness 

and NTU are functions of the relative heat capacity rates of both streams, overall HTC and heat transfer 

area. It can be concluded that the accomplishment of high NTUs and efficiency is primarily a problem of 

proper rating. 

Tab. 2 shows the range of tube- and air-side coefficients and the percent contribution of each resistance to 

the total resistance. It is evident that the tube-side coefficients are very high and air-side coefficients are 

significantly lower. The results shown reveal that tube-side resistance would be the smallest of the three 

and that little improvement in the overall heat-transfer performance should be anticipated by increasing 

the tube-side Re number. The contribution of wall thermal resistance is also low despite the low thermal 

conductivity of polypropylene. These results agree with the calculated data from Astrouski and 

Raudensky (2012). 

Results of 12 experimental runs (60 ºC inlet temperature of EG) were used to create a plot of overall HTC 

versus tube- and air Reynolds numbers (see Fig. 2a). It was shown that HTC have small dependence on 

tube Reynolds numbers, which is in agreement with Equation 1. The same tendency was found for 9 tests 

with 90ºC inlet temperature of EG. Therefore, PHFHEs can be operated with low tube-side velocities in 

order to achieve a combination of high thermal performance and low pressure drop provided by low 

inside velocity. On the other hand, HTC has a strong dependency on the air Reynolds number (see  

Fig. 2a) because air-side thermal resistance is dominant. 

At this point, our experimental results will be examined against the theory presented earlier in the paper. 

Fig. 2b shows a graph of outer (air-side) HTC versus air Reynolds number. A high discrepancy exists 

between the experimental data and the theoretical prediction by both the Churchill & Bernstein (1977) 

and Grimson (1937) models. Both of these models overestimate heat HTC twice or more. This can be 

explained by the following facts: fiber orientation significantly differs from strict geometrical cross-flow 

(fibers are twisted and directed in various directions), some fibers are in touch between each other (this 

decreases effective heat transfer area), and fiber distribution is not uniform enough, so bypassing effects 

are significant. It can be concluded that a special approach should be developed to define fiber 

distribution and orientation and predict HTC based on these data. 

Tab. 1: Thermal performance of heat exchanger from twisted hollow fibers. 

number 

of runs 

Ret Reair Q 

(kW) 

Uo 

(W m
-2

 K
-1

) 
ε NTU 

21 33-407 43-692 2.97-21.6 58-230 0.35-0.90 0.50-2.54 

 

Tab. 2: Tube- and Air-Side Heat-Transfer Coefficients. 

ht (W m
-2

 K
-1

) ho (W m
-2

 K
-1

) Rt/Rov (%) Rw/Rov (%) Ro/Rov (%) 

2983-3077 58-230 2-7 2-10 84-96 
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Fig. 2: a) Overall HTC vs tube- and air Reynolds numbers; b) Outer HTC vs air Reynolds number. 

5. Conclusions 

It was proven that the use of twisted hollow fibers to create large-scale gas-to-liquid heat exchangers can 

be successful. Experimental data showed that such device can achieve substantial values of heat transfer 

up to 21.6 kW) and have high values of overall HTC (up to 230 Wm
-2

K
-1

). It was shown that air-side 

thermal resistance is dominant in all cases and defines heat transfer. On the other hand, it was shown that 

heat transfer across fiber bundles strongly depends on effects which are not described enough by existing 

theory. This issue requires further study which will include both: introduction of parameters describing 

fiber bundle geometry and experimentation establishing dependence of heat transfer on these parameters.  
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Abstract: Resistance of steel plated structural elements under interaction between bending moment and 

shear force according to EN 1993 compared with former national Slovak standard STN 73 1401: 1998 

(Czech standard ČSN 73 1401: 1998). Parametrical study. Comparison of different interaction formulae. 
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1. Introduction 

Design requirements of stiffened and un-stiffened steel plates which are subject to in-plane forces are 

given in Eurocode EN 1993-1-5 and EN 1993-1-1. Interaction between the bending moment and the shear 

force are treated: 

a) in EN 1993-1-1, clause 6.2.8, related to the resistance of the cross-section. Where the shear force is 

present allowance should be made for its effect on the moment resistance. Where the shear force is less 

than half the plastic shear resistance its effect on the moment resistance may be neglected except where 

shear buckling reduces the section resistance, see EN 1993-1-5. Otherwise the reduced moment resistance 

should be taken as the design resistance of the cross-section, calculated using a reduced yield strength  

 yf)1(   (1) 

for the shear area Av, where the reduction factor reads 
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For welded I or H sections Av may be taken as follows Av = Aw = hwtw (area of the cross-section web). 

fy is yield strength, 

M0 partial factor for resistance of cross-sections whatever the class is, 

VEd design shear force,  

Vpl,Rd plastic design shear resistance.  

b) in EN 1993-1-1, clause 6.2.10, related to interaction between bending moment, shear and axial 

force. Influence of the axial force is not taken into account in this paper. 

Where the shear and the axial forces are present, allowance should be made for the effect of both shear 

force and the axial force on the resistance of the moment. Provided that the design value of the shear 

force EdV  does not exceed 50% of the shear resistance Rdpl,V  no reduction of the resistances defined for 

the bending moment and the axial force in 6.2.9 is needed, except where the shear buckling reduces the 

section resistance, see clause 7.1 in EN 1993-1-5. Where EdV  exceeds 50% of Rdpl,V  the design 
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resistance of the cross-section to combinations of the bending moment and the axial force should be 

reduced using a reduced yield strength according to formula (1) for the shear area Av, where the reduction 

factor is defined by formula (2a).    

NOTE: Instead of reducing the yield strength fyw also the plate thickness tw of the relevant part of the 

cross section may be reduced. 

c) in EN 1993-1-5, clause 7.1, related to plated structural components subject to in-plane loads. 

Provided that Rd,bEd V/V  does not exceed 0.5, the design resistance to bending moment and axial force 

need not be reduced to allow for the shear force. If Rd,bEd V/V  is more than 0.5 the combined effects of 

bending and shear in the web of an I or box girder should satisfy: 
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where: 

Mf,Rd is the design plastic moment of resistance of the section consisting of the effective area of the 

flanges; 

Mpl,Rd the design plastic resistance of the cross section consisting of the effective area of the flanges and 

the fully effective web irrespective of its section class. 

In addition the following requirements should be met 
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Contributions of the web and flanges to the total buckling shear resistance are as follows  
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Contribution of the flanges is usually negligible. All relevant quantities used in above formulae are 

defined in Eurocodes EN 1993-1-5 and EN 1993-1-1. 

2. Parametrical Study and Comparison of Various Procedures 

Graphical interpretation of Eurocode resistance formulae compared with former national STN 731401: 

1998 (ČSN 731401: 1998) ones is shown in Fig. 1. Relative resistances valid for the web of the welded  

I-section calculated in the following numerical example for European and national standard are indicated 

in the diagram by symbols and their “coordinates”. 

Formula (3) may be rewritten in the following form 
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Numerical example. 

Graph in Fig. 1 is valid for:  

material: ,0.1,0.1,355,3.0,210 10  MMy MPafGPaE   

welded I-section (class 4): 

,10,1500:)4(,25,300:)1(,1550 mmtmmhclasswebmmtmmbclassflangemmh wwf  fill

et weld: .5mmaw   

Ratio of bending moment resistances of the flanges and the gross I-section Mf,Rd / Mpl,Rd = 0.67. 

For simply supported girder loaded in the midspan by the transverse force FEd, with a transverse stiffener 

under FEd, we obtain for girder geometry L = 5hw the following values of the resistances FRd: 

a) according to EN 1993-1-5: FRd,EN  = 2955 kN from formula (3 or 8),  

    MEd,EN / Mpl, Rd = 0.732, VEd,EN / Vbw,Rd,EN = 0.953, relate to formula (8), 

    Meff,Rd,EN / Mpl, Rd = 0.799, relates to formula (4a). 

From formulae (4a) and (4b) we obtain FRd,EN = 3227.8 kN and FRd,EN = 3101.8 kN, respectively.  

b) according to STN 73 1401: FRd,STN = 2765 kN,  

   MEd,STN / Mpl, Rd = 0.685, VEd,STN / Vbw,Rd,EN = 0.891, 

   Meff,Rd,STN / Mpl, Rd = 0.812, Vba,Rd,STN / Vbw,Rd,EN = 0.913, 

   relate to formulae given in STN 73 1401 (not given in this paper). 

 

Fig. 1: Comparison of relative resistances calculated according to EN 1993-1-5 and STN 73 1401. 

Values of relative resistances of the web of the welded steel I-section (300 mm x 25 mm + 1500 mm x  

10 mm + 300 mm x 25 mm, S355) loaded by combination of bending moment MEd and shear force VEd are 

indicated by “coordinates” of symbols ● and ■. Influence of MEd and VEd is characterised by the 

relationships MEd = FEd L / 4, VEd = FEd / 2, L = 5 hw, MEd / VEd = 2,5hw = 3.75 m. 
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3. Conclusion 

Local buckling of metal structural elements is important topic in agenda of working groups preparing new 

generation of Eurocodes, which will be available in 2019. Problems of web girder resistance to transverse 

forces were outlined in Baláž, Koleková (2013a, b) and Koleková & Baláž (2013a, b). 

In this paper problems of steel plated structural elements under combination of the bending moment and 

the shear force are analysed. Twin paper (Koleková & Baláž, 2014) is focused on the same problem but 

for aluminium structures. Comparison of results of these two papers enable to improve both Eurocodes 

EN 1993 for steel and EN 1999 for aluminium structures and to prepare their harmonization. 

Differences between EN and STN procedures:  

a) difference in the shear resistance definition;  

b) STN interaction formula is valid only for class 4 cross-sections. STN interaction formulae for classes 

1, 2 and 3 cross-sections have different form. See clause 6.6.7 and Annex D in STN 73 1401;  

c)  EN interaction formula is simpler;  

d) EN 1993 gives greater resistances comparing with STN 731401: 1998 (ČSN 731401: 1998).  

Generally the following is valid:  

a) for the greater web slendernesses and for the steels with greater strengths the shear resistance is 

decisive. For such cases EN resistance may be greater up to 17 %;  

b) for opposite cases the bending moment resistance is decisive and difference in the resistances 

calculated according to EN and STN is negligible.  

In above numerical example, which is part of the large parametrical study, the web slenderness is 150, 

steel grade S355 and the ratio of resistances FRd,EN / FRd,STN = 2955 kN /2765 kN = 1.069. The difference 

in resistances is 6.9 %. 
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Abstract: The contribution is focused on assessing of important physical and mechanical properties of rocks 

quarried in Brezovské Karpaty Mts. with the aim of their utilization as decorative and prospective building 

stone for restorations. Carbonate sandstones and conglomerates of Upper Cretaceous and carbonate 

sandstone of Neogene sedimentary strata in Chtelnica - Trianova and Chtelnica - Malé Skalky were taken 

into consideration. Those quarries appeared to be suitable for excavation of an appropriate material for 

statuary and monumental purposes and for restoration work, as well. Samples for assessment of rock 

properties were taken from abandoned and quarry in operation. Tested specimens for laboratory tests in a 

form of cubes and cylinders were prepared from monoliths and drilled cores taken from the depth up to 1 m. 

For determination of rock quality following tests were taken as most relevant: densities, porosity, water 

absorption and strength properties estimated according to valid technical standards. Based on physical and 

mechanical properties of rocks assessed on a number of tested samples from two mining sites in Slovakia and 

one comparable site in Austria, quality assurance of the rock utilization as a decoration/restoration material 

is presented.  

Keywords:  Decoration and restoration stone, Physical and mechanical properties of rock, Chtelnica-

Trianova, Chtelnica-Malé Skalky. 

1. Introduction 

Scarcity of stone for restoration works in Slovakia is due to the intense tectonic history of Slovak 

Carpathians generally known. Therefore the aim of the investigation was to look for sound stone for 

decoration and restoration purposes, regarding its properties, durability and appearance. It was the 

author´s effort to verify in the Western part of Slovakia (vicinity of Bratislava, Trnava, Skalica and 

others) the excavation possibility. Excavating of decoration stone and the stone masonry in Brezovské 

Karpaty Mts. with various stone treatments has a long history. The quarrying was concentrated in villages 

Dobrá Voda and Chtelnica-Trianova (livery company). Here, the founded quarries served huge blocks of 

easily workable sandstone or conglomerate used in many historical buildings, sculptures, grave stones, 

paving, etc. The stone was used in the city of Trnava - gothic portal, baptistery, paving, stairs, pavements, 

pylons, statue socles, etc. in interior and exterior of several churches. In Bratislava the stone from 

Trianova was used for stairs in the Erdödy palace, for the pavement in the Mindszenty atelier, in the 

gothic house portal in Biela Street, in well casing in the court of Bratislava castle, etc. The historical 

utilization of the material from Chtelnica-Malé Skalky is not known yet. 

2. Geological Setting 

The investigated sites have a very different litho-stratigraphical evolution. Investigated sedimentary rocks 

of the Upper Cretaceous built the transgressive overlap of Triassic dolomites and limestones of the s.c. 
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Brezovská group of Brezovské Karpaty Mts. Sandstones and conglomerates (Coniacian) within the quarry 

Trianova and Dobrá Voda represent a solid, thick bedded (1 to 2 m) structure. These greyish coloured, 

fine and middle grained sandstones and conglomerates with carbonate clasts possess a very variable grain 

composition, which varies vertically and laterally. The total thickness of the strata is 50 to 150 m. The 

mining site in Dobrá Voda was abandoned in 70-ties of the last century due to the important 

hydrogeological structure (karst water reservoir). 

The quarry Malé Skalky is a part of Neogene filling of Dobrá Voda tectonic depression. Neogene 

sediments (Burdigalian) of Dobrá Voda evolution rest disconformly on subsided Mesozoic rock blocks. 

The rock formation is built up by Jablonica light geyish or beige-creamy carbonate (locally polymict) 

conglomerates and carbonate sandstones, very variable in grain composition. The rocks are purely built 

up by carbonate clasts connected with carbonate cement. Conglomerates are very variable in the grain 

size and alternate with sandstones vertically, even laterally. The thickness of the strata is from 40 to 80 m. 

3. Field Investigation 

In the site Trianova one rock block (monolith) was taken for the preparation of laboratory samples in the 

size of 50 x 50 x 50 mm. In the site Malé Skalky were taken cylindrical rock cores with the diameter of 

50 and 35 mm using the portable electric drilling device, and one monolith for preparing of samples in the 

size of 50 x 50 x 50 mm, as well. Four boreholes were drilled into the depth of 1 m in horizontal direction 

into quarry wall (Fig. 1). 

 

Fig. 1: Samples taking using portable core drilling machine (Holzer, 2013). 

4. Physical and Mechanical Rock Properties 

Regarding the quality/toughness/durability of rocks for their utilization as decoration or restoration stone 

following properties are considered as most important: specific and bulk density (STN EN 1936), water 

absorption (STN EN 13755), porosity (STN EN 1936), uniaxial strength of a dry sample (STN EN 1926), 

uniaxial strength of after sample saturation and uniaxial strength after the 25 cycles of freezing and 

thawing. Thereafter the durability index coefficients were calculated: coefficient of softening k1 (Ϭ2/Ϭ1, 

non-dimensional) and coefficient of freezing k2 (Ϭ3/Ϭ1, non-dimensional) reflecting their resistance 

against weathering (STN EN 12371). Beside it our concentration was devoted to the appearance, structure 

and colour of the stone. In tables (Tab. 1 and Tab. 2) results of the laboratory assessment of properties of 

conglomerates and sandstones from quarries Trianova and Malé Skalky are presented. In tables (Tab. 1 

and Tab. 2) results of the laboratory assessment of properties of conglomerates and sandstones from 

quarries Trianova and Malé Skalky are presented.  

In general, the older clastic Upper Cretaceous conglomerates and sandstones from Trianova possess 

considerably better properties than the younger Neogene sandstones from Malé Skalky. Analyzing the 

assessed data (Tab. 1) it is possible to conclude following: the tested conglomerate/sandstone from 

Trianova reached lower values of porosity and water saturation than the sandstone from Malé Skalky. On 
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the other side the differences in specific and bulk density are lesser expressive. Due to the relatively high 

porosity (STN 72 1800) the sandstone from Malé Skalky belongs to the group of porous sandstones. They 

exceed the minimum values of volume density and water saturation, whereby they are suitable as a 

natural stone for stonecutting purposes.  

Tab. 1: Average physical rock properties. 

Site 
Sample 

taking 

Bulk Specific Porosity Water 

Lithological density density   absorption 

type ρd (g.cm
-3

) ρs (g.cm
-3

) n (%)  N (%) 

 Chtelnica-

Trianova fine 

grained 

conglomerate 

monolith 2.473 2.759 10.366 1.59 

 Chtelnica-Malé 

Skalky carbonate 

sandstone 

monolith 2.183 2.761 20.926 7.753 

 Chtelnica-Malé 

Skalky carbonate 

sandstone 

drilling core 

2.257 2.746 17.66 5.65 

2.448 2.762 11.99 3.9 

2.464 2.787 11.6 3.6 

 

Comparing values of uniaxial strength (Tab. 2), the resulting statement is that the conglomerate/sandstone 

from the site Trianova reaches higher hardness than the sandstone from the site Malé Skalky. The values 

of k1 are very different. It is remarkable that the values from Trianova show lower resistance against 

water in the comparison to values k1 from Malé Skalky (with the exception of the first sample the stone 

shows a very good resistance against the effects of water). The value k2 from Trianova shows very good 

resistance of rock against freezing which is similar to the second borehole Malé Skalky. The lower k2 

from Malé Skalky are probably due to low number of testing samples. From the most of properties 

indicators results that the investigated rocks regarding STN 72 1800 is suitable for the utilization as a 

restoration/decoration stone.  

Tab. 2: Average mechanical rock properties. 

Site 
Sample 

taking 
Sample size 

Samples Nb. 

dry/saturated/

frozen 

Ϭc1 

(MPa) 

Ϭc2 

(MPa) 

Ϭc3 

(MPa) 
k1 k2 Lithological  

type 

 Chtelnica-

Trianova fine 

grained 

conglomerate 

monolith 
cube 50x50x50 

mm 
3/3/3 84.75 58.68 68.56 0.692 0.809 

 Chtelnica-Malé 

Skalky carbonate 

sandstone 

monolith 
cube 50x50x50 

mm 
5/5/5 20.6 18.8 15.28 0.912 0.742 

 Chtelnica-Malé 

Skalky carbonate 

sandstone 

drilling 

core 

cylinder ᴓ=50 

mm, h=50 mm 
4/3/3 33.43 21.17 20.82 0.65 0.622 

cylinder ᴓ=50 

mm, h=50 mm 
4/4/7 39.66 34.88 34.09 0.879 0.862 

cylinder ᴓ=35 

mm, h=35 mm 
3/3/2 39.55 39.05 19.17 0.987 0.483 
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5. Conclusions 

Evaluating and comparing results of stone properties (own research and archive backgrounds) of 

investigated sites and the considered excavation, it is possible regarding the Slovak technical standard  

72 1800 to set following statement:  

 Qualitatively most proper stone for restorations provides the quarry Trianova with its Upper 

Cretaceous sandstones and conglomerates (Fig. 2).  

 Stone from Malé Skalky shows otherwise „lower“ values of required properties (than Trianova) but 

despite of it, it is in properties very well comparable with the stone from the „Römersteinbruch" in 

St. Margarethen (Austria). Some disadvantage of the site Malé Skalky is the variability of frequent 

alternation of conglomerates and sandstones. This will require a proper selection of blocks during the 

excavation process and exact definition of the utilization purpose (decoration, restoration) of 

individual lithological types.  

 Stone from the quarry Malé Skalky is sufficiently comparable with the stone from St. Margarethen. 

Comparing the laboratory results has „our“ stone in many aspects even better – more favourable 

parameters.  

 

Fig. 2: Monument of Holy family, quarry Trianova (Holzer, 2013). 
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Abstract: This is the description of an experiment focused on the determination of the aerodynamic force 

acting on a cone of a balanced control valve. The force determined from the pressures is compared with the 

force acquired from the strain gauge measurement. Two variants of the operating characteristics of a turbine 

are considered. A force conversion measured on a model to the forces acting on a real design of a valve is 

stated. 

Keywords:  Turbine, Valve, Aerodynamic Force. 

1. Introduction 

The force required to separate a cone of a control valve off a saddle is proportional to the pressure 

difference on a cone and a contact surface. The valve stem, apart from the aerodynamic force, is also 

affected by own weight of movable parts of a valve, by the force from a pressure spring and by the 

friction force from sealing elements. There is a certain type series of actuators. If operating parameters of 

a turbine require valves with the power parameters exceeding the capacity of an actuator, it is necessary 

to implement a higher number of unbalanced valves or to use a balanced control valve. 

Fig. 1: Scheme 

of a control valve. 

Fig. 2: Flow characteristics 

of a valve without the screen. 

Fig. 3: Operating characteristics 

of a turbine. 

A balanced valve comprises an inner bypass valve enabling to decrease the contact pressure acting on a 

cone and facilitating a cone to be separated off a saddle. A steam flow to the bypass valve is enabled 

through a ring slit, which reduces the pressure in the space under the slit. The aim is to ensure the 

chambers under the bypass cone, when the stem being separated off a saddle, to be emptied faster than the 

chambers out of this area. In order to be able to validate a design variant of a valve, a model in scale 1:1 

was created. 

2. A Model of a Balanced Valve 

A design of a balanced valve is shown in the Fig. 1. Through the apertures in a guiding sleeve the steam 

also flows to the inner space to a bypass valve. There is the pressure p1 above the part of a cone. After 
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flowing through the slit the pressure is reduced to the value p2. In the vicinity of the bypass valve the 

pressures p3 and p4 are set up. The pressure p5 acts on the bottom of a large cone. The output pressure in 

the diffuser is shown as pv. All above said pressures, with the exception of the pressure p5, may be 

directly measured on a model of a valve. Apart from the above said pressures, there is also a tendency to 

record the pressures in the diffuser throat ph and on the wall of a saddle pS. In case of a higher elevation of 

a large cone an input slit opens and the pressures p1 and p2 become equal. However, at the same time the 

steam supply to a cone of a bypass valve closes. Then it is also reasonable to measure the pressure p6. In 

such a case the pressures p3, p4 and p6 should be similar to the pressure p5. On a model of a valve by using 

strain gauges the contact force of a cone to the stem as well as the aerodynamic force acting on the stem is 

measured. A valve is connected to the suction of an aerodynamic tunnel. By changing the speed of the 

compressor the required pressure at the outlet from a valve is set up. The pressure ratio is fluctuating in 

the range pv / p0 = 0.3 ÷ 1. The input pressure is similar to the barometric pressure. However, the input 

pressure is much higher on the piece of work. In order to determine the total mass flow of a valve, 

a diaphragm being a part of an aerodynamic tunnel is used. 

3. Findings from the Experiments 

For a certain type and geometry of a valve there is a general flow characteristics shown in the Fig. 2, 

which is universal for the various media (the air and steam) as well as for the different dimensions of 

a valve. Only an entire geometric similarity is required. The results were confirmed by the calculations 

(Hajšman, 2011) as well as by the experiments. A general flow characteristics shows the dependence of 

a proportional mass flow     ̇      on the pressure ratio εv = pv / p0 (a note: mkr is a theoretical critical 

mass flow considered for the diffuser throat behind a valve, pv is the pressure behind a valve and p0 is the 

input pressure). Given values belong to constant   
̅̅ ̅      , which is a real elevation of a large cone 

related to a diameter of the diffuser throat Dh. 

A steam turbine creates one unit with a control valve. According to the required performance of the 

turbine, on the valve using the elevation of a stem a certain mass flow and the pressure ratio is set up. By 

this the pressure before the turbine itself is set up too. In the Fig. 2 there are also shown two variants of an 

operating characteristics of the turbine. The first variant ensures a higher mass flow, but the lower 

pressure before the turbine. However, in the valve itself the higher contact force of a large cone is applied 

on the stem. The other variant shows at full valve opening a higher proportional pressure pv / p0, thus 

a lower loss in the turbine. However, the contact force on the movable parts of a valve is lower. There is 

a unified product series of valves due to which it is always necessary to decide whether it is better to 

choose bigger dimensions of a valve with the higher output pressure or smaller dimensions of a valve 

with the bigger contact force and bigger losses. In the Fig. 3 there is shown an elevation of a cone of 

a valve   
̅̅ ̅        for a considered operating characteristics of the turbine. In the conditions close to the 

certain operation of the turbine a small change of the pressure ratio corresponds to a big change of setting 

a large cone. A wide range of the change of the turbine performance (it concerns particularly starting and 

approaching the performance) occurs at the small range of the cone elevation. 

 
Fig. 4: Valve with a shaped cone. 

    
Fig. 5: Valve with cone with flat bottom. 

A big emphasis is placed on the operational reliability of the valves. A correct function must be 

guaranteed also in case the gravitational forces act against the aerodynamic force acting on a cone of the 

valve. A step change of the position of a cone against a stem may cause the change in a flow area and due 

to this a step change of the turbine performance. Therefore, the contact force from the pressures on the 

surface of a cone is required to be in all modes of a turbine reasonably higher than a relevant gravitational 

force is. The gravitational force is permanent, but the aerodynamic force depends on the turbine operation 

A minimum contact aerodynamic force occurs under the nominal operation conditions of the turbine. 

A contact aerodynamic force may be influenced by an appropriate shaping of the cone bottom and by 
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controlled distribution of the pressure on its surface (Matas et al, 2010; Hajšman et al, 2011; Jirka, 2007). 

A shaped cone shows the highest contact force. This is shown by the Fig. 4. If an expanding steam 

adheres to the surface of a cone, the pressure decreases on its surface and due to this the contact force gets 

higher. A drawback of this shaping is the existence of a ring Laval nozzle. Under the above-critical 

pressure conditions continuing under the low elevation of a cone, the unsteady flow, with the occurrence 

of shock waves accompanied by intense vibrations, arises. Even the destruction of pipelines may occur. 

The better reliability is shown by cone with flat bottom, which is shown by the Fig. 5. Cone with flat 

bottom enables to stabilize the flow conditions under the cone, however, there is a lower contact force. 

The lowest pressure is not on the cone bottom, but in the place of the wall of the diffuser throat. 

A certain instability may occur within the transition from the subsonic to transsonic field of flowing. It is 

related to the occurrence of shock waves and to a possible separation of the flow off the surface of a cone 

Fig 6 shows how the force acting on the cone with the flat bottom in a balanced valve being designed 

according to the Fig. 1, under the permanent elevation  ̅        and a fluent change of the pressure ratio 

εv = pv / p0 changes. The friction forces between a guide sleeve and a cone appear to act on a cone too. A 

cone loading is, therefore, organized so that the loading force could increase gradually. Evaluation of 

dependencies was carried out only from one branch of the loading characteristics. The effect of shock 

waves after the occurrence of the transonic flow on a cone with the flat bottom is transferred. The 

influence of vibrations of an aerodynamic tunnel as well as possible resonance between own frequencies 

of the suspension of a valve with the frequencies from the compressor speed and the gear box of a 

sucking system of an aerodynamic tunnel shows up. 

 

Fig. 6: Force on a cone with the flat bottom. 

 

Fig. 7: General force characteristics of a valve. 

The dimensionless force acting on a cone is the function of the relative elevation and the pressure ratio. 

   
̅̅̅̅ (    ̅)  

  

    

 (1) 

whereas Qk = f (h, p0, pv, SS) is a real force acting on a cone, p0 is the input pressure, pv is the output 

pressure, h is an elevation and SS is an area of a saddle. 

In order to be able to determine the contact force of a cone for a particular operational variant of a valve 

and its dimensions, it is required to specify a general dimensionless force characteristic, which is for a 

certain valve specified in the Fig. 7. The operating characteristics for both chosen variants of the turbine 

operation are described in the Fig. 8. The transition from an area when a valve works as balanced one to 

the area of an unbalanced valve is highly evident. The pressure distribution in inner parts of a valve is 

shown in the Fig. 9. 

 

Fig. 8: Operational force characteristics. 

 

Fig. 9: Pressure ratios in inner chambers of 

a balanced valve. 
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The distribution of the pressure ratios shows three characteristic parts. An initial phase of the valve 

opening is influenced by shortening the length of the slit, which is finished by its entire opening. The 

pressure p2 is gradually equalizing with the pressure p1. The other pressures are similar to the pressure p2. 

Under the further movement of a cone the inflow of the steam to the bypass valve begins to close down. 

The pressures p3 up to p6 are getting to be equal. After the entire closing of the flow, the pressures p3 up to 

p6 are practically the same. In the first variant the bigger differences of the pressures p1 and p4 occur, 

which proves the higher contact force. In the other variant the difference of the pressures acting on a cone 

decreases. 

Fig. 10: Pressure differences around a saddle 

and the diffuser throat of a valve. 

 

Fig. 11: Contact forces acting on a cone 

of a balanced valve. 

The experiment does not allow to measure directly the pressure p5 acting on the bottom of a cone. 

However, from the carried out calculations (Hajšman, 2011) it is known to be comparable with the 

pressure p4, which is measured. On the model of a valve the pressure loss on the perforated wall is 

recorded as well as the pressures in the diffuser throat and in the part of a saddle. Their changes 

depending on the operation pressure ratio pv / p0 are shown for both variants in Fig. 10. The pressure in 

the place of a throat is the lowest when the pressure bypasses without being separated off the wall. The 

pressure in the diffuser throat pk may be measured easily. By using the diagrams in the Fig. 10 the 

pressure on the bottom of a cone as well as in other modifications of valves may be estimated. The result 

of the comparison of the measured and calculated contact forces on a cone from recorded pressures is 

shown in the Fig. 11. The comparison was carried out for input parameters of the steam considered for the 

regulation of the turbine performance installed in a laboratory, which is p0 = 14 bar. Experimentally 

determined data are converted into these parameters. The forces calculated from the measured pressures 

acting on the certain area of a valve are considered. This determined contact force corresponds to the 

contact force directly measured by strain gauges. 

4. Conclusions 

 A tested valve fulfils the requirements for the decrease of the contact force at the start of a turbine.  

 By choice of a valve from a unified production series the pressure loss on a valve as well as the size 

of a contact force on a cone may be influenced. 

 In transition from the subsonic to transsonic area a valve is sufficiently stable. 

 The forces determined from the pressures correspond directly to the measured forces. 
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Abstract: A lot of attention has been given to the study of airflow in human respiratory airways recently, 

because airflow characteristics greatly influence transport and deposition of the particles in human lungs. In 

this paper the aerodynamics occurring in upper part of human trachea is investigated. Laser optical 

measurements were performed in a semirealistic model of the upper airways, from mouth to 4
th

 generation of 

branching. The model was attached downstream to a generator of oscillating flow, which was set to 

sinusoidal flow for resting conditions with mean Reynolds number Re = 1414. Flow characteristics were 

measured using laser optical methods, in particular Particle Image Velocimetry and Laser-Doppler 

Anemometry. We found that the flow in trachea was biased to the front wall due to the laryngeal jet. The flow 

became turbulent during high velocity phases of the sinusoidal flow and generated turbulence intensity was 

observed up to 20 %. These data can help to understand the complicated flow in trachea and its implications 

in particle deposition studies.   

Keywords:  Particle image velocimetry, Laser-Doppler anemometry, Model of human lungs, Flow 

measurement, Laryngeal jet. 

1. Introduction 

Transport of particles in human lungs is greatly influenced by the patterns of the airflow, such as 

turbulence levels and vortices. Therefore investigation of airflow characteristics in human respiratory 

airways has attracted much attention in recent decades. Results of these studies play key role in 

toxicology or drug delivery. During inspiration the air flows through mouth to pharynx, where it turns 

rapidly and enters larynx through epiglottis. 

The complex laryngeal anatomy heavily affects the air flow entering the trachea and creates a jet 

(Corcoran and Chigier, 2000). This so-called laryngeal jet forms eddies, reverse and turbulent flows, 

which leads to increased deposition in trachea region. Some researchers observed that the jet biased the 

flow towards the posterior wall of the trachea (Lin et al., 2007), however others found biased flow to the 

anterior wall (Zhang & Kleinstreuer, 2004). The behaviour of the jet varies depending on the geometry 

used (Kleinstreuer & Zhang, 2010). 

Non-intrusive laser optical methods are efficient tools for analysis of airflow characteristics. Major 

drawback of these methods is the fact that the measurement area has to be optically accessible. Therefore, 

most of previous studies have used simplified models of the human lungs made of glass or silicone (Kim 

& Chung, 2009; Grosse et al., 2007). In addition the air was substituted by working fluid with the same 

refractive index as the model walls.  

In this paper the experimental investigation of tracheal flows was carried out through a semirealistic 

upper airways model using both two-dimensional Particle Image Velocimetry (2D2C PIV) and one-

dimensional Laser-Doppler Anemometry (1C LDA). By combination of these methods spatially and 
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temporally resolved data of the flow were acquired. Air was used as working gas for preservation of real 

conditions. 

2. Methods  

2.1. Particle Image Velocimetry 

Particle Image Velocimetry (PIV) was employed to acquire 2D-velocity flow fields in the simplified 

model of human upper airways displayed in Fig. 1b. The airways are modelled by thin-walled glass tubes, 

which facilitate measurement in various positions. The model includes respiratory airways from oral 

cavity to the 4
th
 generation of branching. Branch volumes, lengths and branching angles are preserved in 

comparison to human anatomy.  

The experimental setup is displayed in Fig. 1a. The model (2) was attached to a generator of oscillating 

flow (1) comprising four pistons, two for inspiration and two for expiration phase, which were driven 

through cylinders by an electromotor (3). The electromotor was controlled by a computer (4) enabling 

simulation of different shapes of motion with proper amplitude and frequency. Sinusoidal cyclic flow for 

resting conditions (tidal volume of 0.5 l and period of 4 s) was chosen in this case. The flow was seeded 

with micrometric particles from incense sticks. Smoke inlets (5) were situated on both sides of the model 

to obtain homogenous distribution of particles during simulation of both inspiration and expiration. 

Single camera PIV system was used to collect the data. A dual-head pulsed Nd:YAG laser (New Wave 

Gemini, 120 mJ per pulse, 532 nm) with laser beam collimator optics produced 0.5 mm thick light sheet 

(6). The light was brought to the investigated position in trachea through an articulated arm placed in 

posterior position. Images of the flow were captured by a TSI power View 4Mp CCD camera (7) 

equipped with a 60 mm focal lens and a circular polarizing filter. The camera axis was aligned 

perpendicularly to the light sheet, thus sagittal view of the trachea was acquired. The PIV system was 

triggered by TSI 610035 synchroniser. The measurements were carried out at five instants during the 

breathing cycle (phase 45°, 90°, 180°, 270° and 360°). A set of 50 images was obtained for each phase for 

phase averaging. The images were processed using Insight 3G software. Cross-correlation was performed 

to determine the displacement of the particles within a 50 % overlapping interrogation window 32×32 

pixels in size, giving a spatial resolution of 19,7 µm/pixel.  

 

Fig. 1: a) Experimental setup; b) Model of human upper airways. 

2.2. Laser-Doppler Anemometry 

Point wise time-resolved measurement of flow velocity of particle-laden air in multiple points of the 

optically transparent model was provided under the cyclic breathing regimes using laser-Doppler 

anemometry (LDA). Dantec Dynamics Flow explorer 9065x0341 used BSA Flow software for 

measurement and analysis of the results. One pair of the crossing laser beams with wave length of 660 nm 

(power output: shifted beam 28 mW, un-shifted beam 33 mW) was used. The LDA worked in backscatter 

mode with the focal length of both the transmitter and receiver of 300 mm. Aerosol particles of di-2-

ethylhexyl sebacate (DEHS) with 3 µm in diameter were produced by condensation monodisperse aerosol 

generator (CMAG TSI 3475), mixed in a static mixer with air and resulting dilute dispersed two-phase 

mixture was led to the lung model. The measurements were done in several points of one cross-section. 
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The LDA measured 1-component velocity and arrival time of individual aerosol particles. The velocity 

component normal to the corresponding cross-section of the tube in the airway model was traced. 

Temporally actual values of fluctuating velocity v’, were found by processing the velocity data samples in 

short time bins. Length of time window for the processing was set to a value significantly lower than the 

mean velocity change during the inspected time window (±15 ms in this case). Minimum number of 

particles in each time bin was set to 9. Dividing v’ by spatially and temporally mean velocity in the point 

gives the axial turbulence intensity (TI). The plots (Fig. 3) are constructed as a result of several 

overlapped breathing cycles. 

3. Results 

PIV provides spatially resolved results of velocity fields. Measurements were executed in a region from 7 

to 10 cm above the first bifurcation (Fig. 1b). Velocity field for different phases of sinusoidal flow and 

actual velocity profiles are displayed in Fig. 2. As mentioned earlier, the flow in trachea is influenced by 

laryngeal jet during inspiration. Under our kinematic conditions, the jet-flow was impinged to the anterior 

side of trachea. Fig. 2 illustrates higher velocities in the anterior side mainly for the 90° phase. 

The velocity profile was rather parabolic for the phase 45°, thus the flow was laminar at this moment of 

the sinusoidal cycle. As the velocity and Reynolds number increased, the velocity profiles became flat, 

which indicated turbulent flow for the phases 90° and 270°. In addition, oscillatory flow character could 

have partly contributed to the flat profiles (Womersley number α = 2.7). Velocities during phases 180° 

and 360° were very low, as anticipated at the points of flow reversal.  

As can be seen from the figures, the obtained data were not sufficiently good for PIV evaluation near the 

walls of the trachea. These blank regions were mainly created by reflections of the light. Moreover the 

amount of tracer particles was considerably smaller around the walls during high velocity phases. 

 

 

Fig. 2: a) Velocity fields for different phases of sinusoidal flow;  

b) Velocity profiles in several cross-sections (y = 5; 15; 25 mm). 

Illustrative results of the LDA measurements in two positions of the cross-section C (8 cm above the first 

bifurcation, Fig. 1b) are shown in Fig. 3. Time-resolved axial velocities of individual aerosol particles as 

well as averaged velocity profiles and TI for one full cycle are displayed. The mean velocity course 

generally resemble the sinusoidal character of the breathing cycle, but some fluctuations with time scale 

of tens of milliseconds are visible on the velocity and namely on the TI profiles. These large scale 

velocity fluctuations and jumps placed namely close to the velocity reversals suggest for vortical 

structures that attend the flow. 

The inspiratory flow (0 < t ≤ 2 s) is influenced by the laryngeal jet and, however the turbulence is already 

partially decayed due to long distance, it is still turbulent even for the resting conditions with mean 

Reynolds number Re = 1404. TI varies significantly during the flow. Inspiratory flow is influenced by the 

b) 
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laryngeal jet (Lin et al., 2007), which generates turbulence with magnitude up to 20 % in both the points. 

It agrees with findings of others (Zhang and Kleinstreuer, 2004). Expiratory turbulence results from 

mixing of the streams from daughter branches. Its maximum is about 15 % for the centreline position and 

about 18 % for the R point. The expiratory part of the cycle for R point is more distorted from the 

sinusoidal shape. 

  
Fig. 3: Particle velocity during breathing cycle in cross-section 8 cm above the first bifurcation, in 

trachea centreline (left) and in position R (right), 4 overlapped cycles (right). 

4. Conclusions 

The spatially resolved velocity fields were obtained using PIV. The velocity profiles are asymmetrical 

during inspiration with higher velocities closer to the anterior side of the trachea. The observed velocity 

profiles were parabolic at low velocity phases, but they became flat at high velocity peaks indicating a 

transition from laminar to turbulent flow during the sinusoidal cycle. Moreover the effect of oscillation 

frequency was considerably low as expressed by Womersley number α = 2.7. 

This fact corresponds with the LDA results. The flow, as suggested by the TI plots, is relatively turbulent 

even for the resting conditions with mean Reynolds number Re = 1404. The time-resolved velocity curves 

acquired using LDA show small irregularities namely during the velocity reversals. These fluctuations 

and jumps are supposed to be caused by vortical structures that attend the flow.  

The future work is planned to improve the quality of the PIV results and to mutually compare the 

methods. 
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Abstract: In this paper a dynamic characterization and vibration analysis has been used for the detection 

and identification of the machine processing condition and the effect of the production machinery vibration 

on building complex structures and production process. For sensitive process machines and structures 

dynamic response due to production machinery calculation procedures was applied using experimental input 

data via spectral analysis.  

Keywords: Machine vibration, Ground vibrations, Experimental tests, Vibration monitoring. 

1. Introduction 

In production hall all machines vibrate and, as the state of the machines worsen their vibration level 

increase and this causes increasing of the structure vibration level, too. An ideal indicator on this state, 

especially dynamic behavior is obtained via measuring and by supervising the vibration level produced by 

a machine (Karabay, 2007). While the increase in machine vibration allows us to detect the defects, the 

analysis of the machine vibration characteristics makes it possible to identify their reasons and to make a 

suggestion to eliminate them (Chandiranai & Pothala, 2006; Chen & Tsao, 2006). The analysis in 

frequency domain is generally carried out when the machine vibratory level is considered to be higher 

than the acceptable threshold (Newmark, 2011). This kind of vibrations if excessive can damage to 

nearby buildings and structures and also can negative affect the process in industrial production halls 

(Risbood, Dixit & Sahasrabudhe 2003; Tounsi & Otho, 1999). 

2. Industrial Machinery Vibrations 

The industrial production machinery process may cause undesirable vibrations transmitted from machine 

foundations via ground to production hall structures as well as nearby buildings and environment. The 

ground vibrations due to man activities recorded at a distance from machine foundations are analyzed 

assuming them to be a random and statistically stationary functions of the time. This kind of vibrations if 

excessive can damage to nearby buildings and structures (Dowding, 1996). Vibration which usually also 

has a negative impact on security and stability of the structures, facilities performance and people should 

be controlled by experimental analysis and the results compared (spectral picks limit, vibration levels, 

etc.) with relevant standards prescription values and criteria (Slovak Standard STN EN 1998 – 1/NA/Z1, 

2010; Slovak Standard STN 73 0032, 2005. The case study regarding to the analysis of vibrations caused 

by unfavorable production machinery effects on hall structures and production process in Justur a.s. St. 

Turá industrial plant (Benčat, 2011) is describes in the paper. 

2.1. Assessment of building vibration due to industrial activities 

The assessment of building vibration due to industrial activities caused by production machines is a 

problem that can be solved through the application of research (Chiou & Liang, 1998; Lalwani, Mehta & 

Jain, 2008; Qi, He, Li, Zi, & Chen, 2008). This research consists mainly of defining the relationship 

between intensity vibrations in the ground (the vibration energy quantity) and the distance from the 

vibration source (Rizzo & Shippy, 2003). The intensity vibrations can appear in different physical 

quantities, such as the displacement, velocity and acceleration amplitudes, vibration frequency, ground 

                                                 
*  Prof. Ján Benčat, PhD.: Research Centre, University of Žilina, Univerzitná 1; 010 26, Žilina; Slovakia, 

jan.bencat@gmail.com 

76



 

 3 

motion intensity and energy etc. There are accessible several standards in the field of measurement of 

vibration regarding the building vibration limits in the European Union, USA, Australia, ISO codes and 

others. In Slovakia in the field of measuring and assessing of building vibrations due to ground motion 

the most commonly used standard is Slovak Standard STN EN 1998 – 1/NA/Z1 based on EC8 and 

Slovak Standard STN 73 0032, (in Slovak). 

2.2. Machine effects on building structure and production process experimental analysis  

This paper section shortly described study of the unfavorable production machinery effects on industrial 

building complex structures and also on vibration–sensitive production process in industrial plant of the 

Justur a.s. St. Tura (company). The complex of industrial processing buildings is fully described in 

(Benčat, 2011). The most sensitive part of the industrial processing buildings is the building M1 fixed for 

special medical articles production, which is tailored to accurate technological processes. This building is 

joined with the adjacent processing building M2 by partition wall. The vibrations caused by production 

traditional tool machinery effects in building M2 unfavorable affected the sensitive operations processing 

(CNC lathe MORI SEIKI SL–204) in adjacent building M1 even they have unfavorable effects on M1 

structure with vibration velocities amplitude vmax  > 6.0 mm/s. To determine harmful machine vibration 

sources and to regulate their working regime, it was need to perform experimental measurements and 

monitoring of the machines – related vibrations and compare to the low–vibration fabrication machines 

criteria or relevant Standards.  

Experimental procedure and devices. The industrial processing buildings dynamic response (M1) due to 

traditional tool machinery in building M2 were measured in relevant structure points by accelerometers 

BK – 8306. The output signals from the accelerometers were preamplified and recorded on portable PC 

equipped with A/D converters of the software packages NI and DISYS, (Fig. 1). The experimental 

analysis has been carried out in the Laboratory of the Department of Structural Mechanics, CEF, 

University of Žilina (Benčat, 2011). The machines and structure vibrations frequencies were obtained 

using spectral analysis of the recorded response dynamic components, which are considered as ergodic 

and stationary. Spectral analysis (power spectra, PSD) was performed via National Instrument software 

package NI LabVIEW.  

        
 

Fig. 1: Set of accelerometers with amplifiers and measuring PC in acquisition configuration to measure 

floor and mounts vibrations of the CNC lathe MORI SEIKI SL–204 (BK4). 

The building structure dynamic response (BSDR) and the machines dynamic response (MDS) assessment 

procedure. The main purpose of the dynamic tests in the building M1 was to determine the structure 

vibrations level and machines vibrations level (in common processing regime and in out of operation 

regime) due to machinery effects working in building M2 and to compare to the limiting value 

recommended by machines producer (CNC lathe MORI SEIKI SL–204) prescription vibration level or 

standard level. In this case machine producer prescription was not available. To reach dynamic analysis 

target (BSDR, MDS) it was reason to carry out 2 series of experimental measurements and 14 days 

continual monitoring of the dynamic response of the CNC and M1 building structure at selected 

representative points (Benčat, 2011). During the first series of tests and 14 days monitoring in the both 

halls (M1, M2) there were performed normal machines production progress of work and during those 

processes there were measured in selected points vibration level amplitude values vmax (mm/s) and  

max vrms (mm/s) with results summarized in Fig. 2.  
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As the measured vibration level values for the structure fundament (BK3) and the most sensitive 

production equipment CNC lathe Mori Seiki, SL – 204 (BK5) had higher values than the standard upper 

limits of the vibration level (machine producer prescription vibration level was not available) it was 

necessary to perform the machines working regime adjusting in the hall M2 to obtain the required 

allowable vibration velocity.  

After the machines working regime adjusting in hall M2 there were performed the second series of the 

tests in the same points and procedures as during the first series of the tests. The summarized measured 

vibration velocity values with their upper standard limits are plotted in Fig. 2. As an example of the 

machines induced vibrations analysis results in frequency domain (PSD) and time domain (velocities 

amplitude time history – v(t)) of the structure fundament (BK3) and the most sensitive production 

equipment CNC lathe Mori Seiky, SL – 204 (BK5) are plotted on Fig. 3.  

              

         Upper limit for structure (STN 730032)                             
 

  Upper limit for structure (microtremor) 

         Upper limit for machines (STN 730032)                                           STN EN 1998–1/NA/Z1 

Fig. 2: Amplitude of extreme velocities values vmax (mm/s) of the tests:  

a) 1
st
 series and monitoring; b) 2

nd
 series. 

The comparison of the measured vibration velocities extreme levels (after adjusted machine regime) and 

standard limits suggests fulfilling standards required criteria vmax < 20 mm/s, (STN, 2010) and  

vmax < 6.0 mm/s, (STN, 2005) for hall M1 structure where measured value was vmax = 5.8 mm/s and also 

for sensitive production equipment was fulfilled required standard criterion vmax < 1.0 mm/s, (STN, 2005) 

where measured value on the machine lathe Mori Seiki frame was vmax = 0.76 mm/s. According to the 

results of the structure spectral analysis the structure basic natural frequencies have values f(n) < 10 Hz 

(Benčat, 2011), it means there were no resonance effects because the exciting machines frequencies are 

over the 15 Hz, see also Fig. 3.  

 

 

 

 

 

 

 

 

 

    

 

Fig. 3: Time histories v(t) and PSD Gvv(f) during: a) Monitoring (BK3); b) 2
nd 

series of tests (BK5). 
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3. Conclusions  

This paper presents an overview of the analysis of vibrations caused by unfavorable production 

machinery effects on building structures and production process, too. The results of the theoretical and 

experimental investigation of vibrations caused by production machinery dynamic effects in hall M2 on 

the M1 hall structures were analyzed mainly from aspects of the safety of the building structure and the 

influence of vibrations on production process conditions in production buildings M1 of the industrial 

plants Justur a.s. St. Turá.  

Based on the results presented in the paper the following conclusions can be drawn: 

i) Since the most sensitive production equipment CNC lathe Mori Seiki in hall M1, during production 

process had inadmissible vibration level it was necessary to perform in the hall M2 machines working 

regime adjusting to obtain the required allowable vibration velocity for failure free production process. 

The machines regime adjusting in adjacent hall M2 caused reducing vibration level of the sensitive 

production equipment in hall M1 about 52%. The comparison of the measured vibration velocities 

level and standard limits suggests fulfilling required criteria for sensitive production equipment.  

ii) The relevant calculated data values following from experimental spectral and amplitude analysis of the 

production hall M1 structure dynamic response (spectral picks limit, vibration levels, etc.) were 

compared with relevant standards prescription values and criteria. From these comparisons it follows 

that all standards prescription values and criteria regarding building structure after machines regime 

adjusting in hall M2 were fulfilled, too. 
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Abstract: The present paper describes an approach to the numerical modeling of the condensation on the 

cooled surfaces of the air driven heat pump heat exchangers. The approach is based upon the classical 

nucleation theory and on a continuous growth law which are the necessary inputs for the simplified 

population balance equation solved by the quadrature method of moments. An example result is presented 

where one of the models' parameters: the driving force, is varied. The influence of the driving force on the 

condensate rates of a simple condensing heat exchanger is shown. 

Keywords:  Condensation, Droplet nucleation, Growth, CFD, QMOM. 

1. Introduction 

To date different methods have been developed to calculate the amount of the precipitating condensate on 

a cooled surface. These methods (VDI, 2002) are based usually upon the Nusselt theory, Nusselt (1916). 

The main advantage of the calculations using the Nusselt theory is, that it gives a relatively fast indication 

of the performance of a condensing heat exchanger at steady state and usually nominal load. The 

drawback of the method, however, is that it is 1-D model with certain model assumptions like presumed 

geometry, steady flow, negligible vapor velocity, etc. Therefore, if one is interested in the transient 

behavior of the flow or wants to take into account the full geometrical features of the modeled domain, 

the Nusselt theory based calculation may not be appropriate anymore. Moreover, reviewed literature Song 

et al. (2009) and the experiments conducted at AIT, Pauschenwein et al. (2010) indicate that the initial 

stage of the condensation begins by the nucleation of the initial droplets and subsequent growth, all of 

which happens in the dropwise regime. Therefore, we have decided to adopt a different approach, namely 

to develop a numerical model coupled with a CFD code based upon sound physical modeling. For its 

implementation we have chosen the open source CFD library OpenFOAM® due to the code transparency 

and performance. 

2. Methods and Results 

In order to get a more detailed insight into the condensation kinetics during its initial stages we developed 

a numerical model containing both initial phases of droplet nucleation and growth. The choice to 

investigate the initial stages of the condensation is not arbitrary – the places where the condensation starts 

may indicate spots of enhanced heat transfer, change of the surface quality or similar effects. Further, if 

we think of a situation where yet another phase transition – droplet freezing – takes place, then these spots 

may very well be the ones where frosting leads to either narrowing of the flow pathway between the fins, 

decreasing of the heat transfer coefficient or both. 

2.1. Description of the nucleation model 

The nucleation is a process where the condensing species builds clusters of molecules from the available 

monomers in the system (Vehkamäki, 2006), e.g. water molecules in humid air condensing on a cold 

plate. There exists a discrete value of the droplet critical radius r
*
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       (1) 

In Eq. (1) utilized symbols stand for: σ surface tension [N/m], m molar mass of water [kg.mol
-1

], 

ρ density [kg/m
3
], R universal gas constant [J/mol.K], T temperature [K], S saturation ratio [-] 

To form a droplet of this critical size (a droplet which is stable and will not evaporate), enough formation 

free energy needs to be available. The calculation of the formation free energy can be done according to 

the classical theory of Becker & Döring (1935) or its more recent updates, which address the inherent 

inconsistency of the theory (Girshick & Chiu, 1990), and attempt to improve the accuracy of the theory 

(Reiss et al., 1997). The expression for the formation free energy G
*

BD during homogeneous nucleation 

according to Becker & Döring is then 

  (2) 

Here vm is the molecular volume [m
3
/mol], and k the Boltzmann constant [J/K]. 

Finally, the nucleation rate J is calculated  

  (3) 

Where pv is the vapour pressure [Pa]. 

The expressions for the improved nucleation rates (Reiss, Kegel & Katz, 1997) and (Girshick & Chiu, 

1990) use the Becker & Döring nucleation rate Eq. (3), which is multiplied by the respective factors 

proposed by the authors. It is important to note that the expressions listed above hold for homogeneous 

nucleation, while heterogeneous nucleation prevails in the engineering practice. To amend this 

discrepancy, the formation free energy (Eq. (2)), is multiplied by a geometric factor. Furthermore, the 

volumetric nucleation rate has to be transformed into an areal one. To achieve this, one can use the 

monolayer approach which assumes, that the surface is completely wetted with a monolayer of water 

molecules. The final expressions for the heterogeneous nucleation can be found in literature Vehkamäki 

(2006). Nevertheless, the Eqs. (2) and (3) are always present in some form.  

2.2. Description of the growth model 

The growth of condensing droplets can proceed by two different mechanisms: the continuous growth of 

the droplets driven through diffusion processes and the coalescence of the droplets, the latter being a 

discontinuous change of the size. Because we are looking at the initial stage of the droplet formation, we 

will limit our focus to the continuous droplet growth. In literature different growth law formulations can 

be found e.g.: Heidenreich & Ebert (1995); Krischer & Grigull (1971); Vemuri & Kim (2006). For 

brevity only the growth equation formulated by Krischer & Grigull (1971) is reported 

  (4) 

Here Bi is the Biot number [-], αKin kinetic heat transfer coefficient [W/m
2
.K], ∆T wall to bulk 

temperature difference [K], ∆h latent heat [J/kg.K] 

2.3. Mathematical model 

Two physical models describing the nucleation and continuous growth were discussed in the previous 

paragraphs. The nucleation and the growth are essentially a variation of one droplet parameter out of 

many – the size. Thus, an equation is needed to track the variation of the number density of droplets with 

a certain quality (size) in physical space, time and the internal coordinate space. Such criteria are met by 

the population balance equation (PBE), Ramkrishna (2000). Restricting our attention to the nucleation 

and continuous growth of the non-moving droplets the PBE reads as  

  (5) 
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In the equation n(r,xi,t) is the number density function which can change in the physical time and space 

(xi,t) as well as in the internal coordinate space (r). The right hand side of the equation H(r,xi,t) accounts 

for the discontinuous events: nucleation, droplet coalescence and breakage. There are several ways to 

solve the equation. Our choice was the quadrature method of moments (QMOM) McGraw (1997). For the 

application of QMOM it is necessary to transform Eq. (5) into a moment equation. The k
th
 order moment 

k of a number density function is defined by 

  (6) 

The transformed PBE for the k
th

 order moment reads 

  (7) 

Which is a set of ordinary differential equations (ODE) for the moments. These depend on the previously 

defined functions of the nucleation rate J (Eq. (3)), critical radius r
*
 (Eq. (1)), growth law G(r)  

(Eq. (4)) and  stands for the Dirac delta function. The mentioned models were implemented into an 

OpenFOAM® solver for the turbulent heat transfer. For the evaluation of the performance of the 

numerical apparatus several simulations of the flow over a cooled plate were done. The representative 

results are shown on Fig. 1. 

Fig. 1: Cooled wall in a rectangular channel (Condensing flow). 

On Fig. 2 results of five simulations are reported. The domain is a simple rectangular channel. Humid 

warm air of 46
0
C enters the inlet and passes a cooled wall loosing humidity due to the nucleation and the 

continuous droplet growth. 

3. Conclusions  

A method for the calculation of the condensation rates using the classical nucleation theory and 

population balance equation was briefly introduced. The methods' benefit is that it uses fewer empirical 

correlations than the conventional methods, and allows for physical modeling of the condensation process 

based on first principles. The comparison with the experimental results (not reported here) reveals that the 

features of the process are truly represented. For instance the curves on Fig. 2 have the same ordering, 

which means that the influence of the driving force T is represented correctly. This paper set out to 

sketch an approach to the numerical modeling of the condensation within air heat exchangers. We can 

state that the presented procedure captures the initial stage of the condensation and the first part of our 

work is thus completed. The next phase will include the validation and rigorous testing of the model. 

Furthermore, the inclusion of the coalescence term in the PBE, model deployment in a two – phase 

solver, Rusche (2002), or the implementation of a second droplet internal coordinate: the droplet 

temperature (Marchisio & Fox, 2013) will be incorporated. 
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Fig. 2: Condensation rates: Case A, F, G flowrate = 375 m
3
/h cooled plate temperature A: 14

0
C,  

F: 17.5
0
C, G: 21.5

0
C. Case H, I flowrate 310 m

3
/h cooled plate temperature H: 17.5

0
C, I: 21.5

0
C. 
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Abstract: Spark plug is one of the most thermal loaded component in the cylinder of the SI (spark ignition) 

engine. The most exposed parts of the spark plug are the lowest part of the housing, centre and ground 

electrodes, which are inside of combustion chamber. The article shows the calculating field of temperature 

on spark plug and explains direct measuring of temperatures at spark plug housing. Process of calculating 

field of temperature on the spark plug through calibrated model was made for confirming efficiency of spark 

plugs housing design modifications of and the development of spark plug with integrated ignition chamber. 

Keywords: Spark Plug, Thermal Stress, Heat Flow, Thermal Field. 

1. Introduction 

The all walls of combustion space in the cylinder engine are affected by heat transfer from cylinder 

charge. The temperature field in the material of wall from the surfaces in the cylinder determines next to 

the heat flow (which has a decisive influence and in different locations of engine cylinder is different) and 

heat conduction in the wall material and the heat transfer from the outer side wall to another heat transfer 

environment (coolant, the other walls material, ...). 

Mechanism of heat transfer into the walls of combustion chamber depends on several factors which 

influence appears from essential of molecular-kinetic gas theory or their variability in the procedure 

of power cycle of SI engine. Heat flow into to walls of combustion chamber in the engine (cylinder, 

piston, cylinder head etc.) is defined by Newton’s equation: 

 
 sppS TTSQ 

, (1) 

where p is heat transfer coefficient, S is heat transfer surface, Tp is temperature of cylinder charge and Ts 

is temperature of the surface. The knowledge of heat transfer coefficient is very essential request for heat 

flow calculation. Heat transfer coefficient depends on lot of factors but most on the actual condition of 

cylinder charge (pressure, temperature, velocity of the fluid). The research tasks (theoretical, 

experimental) focused on solving of functional dependence of design and work conditions of heat transfer 

coefficient in cylinder of the engine are still actual and results into more accurate calculations.  

One of the most uses the equation for calculation of heat transfer coefficient in cylinder of the engine is 

empiric Eichelberger’s equation (year 1939). Equation for SI units: 

 TpnZp  3485,2 . (2) 

p [W m
-2

 K
-1

], piston stroke Z [m], n engine revolutions [min
-1

], p [MPa] a T K] are immediate pressure 

and immediate temperature of cylinder charge. In the 1960s Woschni published the results of research 

work about heat transfer coefficient defined by characteristic numbers (Woschni, 1967). Calculation was 

based on description of heat transfer inside of tube with turbulent flow. Research works on the 

combustion engines in late 1990s (modern measuring and computational technique) allowed to get new 

knowledge which led to more accurate results of empiric equations for heat transfer coefficient and was 
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more closer to values in the real engine. Newest empiric equation for heat transfer coefficient defined by 

Bargende (1990) is based on detailed explanation of condition in close proximity of walls (based on so-

called wall function describes thermal boundary layer and different evaluations in cases of unburned 

mixture and burned gases). All equations referred above contains some differences (for each one 

different) of functional dependence of heat transfer coefficient in the engine depends on pressure and 

temperature of cylinder charge. Comparison of functional dependence of p according to various 

equations is on Fig. 1. Significant differences in values of heat transfer coefficient according to various 

equations are in the area of burning (particularly at Bargende’s equation which includes the consequence 

of burned gas). 
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Fig. 1: Function of heat transfer coefficient calculated by various equations for vehicle  

atmospheric combustion engine. 

2. Computational Model 

Individual parts of computational model were based on description of thermal-mechanical process 

in cylinder of the engine. The basic is made by function dependence of gas pressure and temperature 

during operating cycle in cylinder of the engine for specific rating of the engine. Calculating of gas 

pressure and temperature was made in simple software which is long term used at workplace of authors. 

Result of calculating gas pressure and temperature is shown at Fig. 2. 

 
Fig. 2: Function of gas pressure and temperature in cylinder of the engine: computational model  

is verified by measured pressure cycle in cylinder (high pressure indication). 

According to calculated function of gas pressure and temperature in cylinder of the engine have been 

calculated heat transfer coefficient according of Eichelberg equation. In the next step were computed 

dimensions of heat transfer surfaces which affect to thermal field of spark plug (cylinder head, lowest part 

of spark plugs housing, insulator, and center and ground electrode). Also was calculated heat flow into 

surfaces, for specific rating of the engine, referred above (heat flow for cylinder head and intake exhaust 

or cooling ports was made by same way). 

85



 

 4 

Field of temperature was modelled by software Pro/ENGINEER Wildfire 4.0 in unit for finite elements 

method analysis called Pro/MECHANICA. Models of cylinder head and all parts of spark plug were 

created due to drawing documentation. Model respects the material aspect and attributes of each used 

part. On the all heat transfer surfaces of cylinder head and spark plug was used boundary condition of 

heat load named “HEAT LAOD”. Heat flow values for heat transfer surfaces of cylinder head and spark 

plug was computed for n = 5000 min
-1

 a 100% engine load (Chiodi & Bargende, 2001).  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Surfaces for boundary conditions. 

Computed result of field of temperature in required spots was compared with result of direct measuring of 

temperatures on the housing of spark plug. Computational model was calibrated with correcting 

coefficient K (reference to Eichelberg equation), which changes values of heat flow into cylinder head 

and spark plug, to gain acceptable accordance with measured results. 

3. Measuring Temperature of Spark Plugs Housing 

In the spark plugs housing were drilled 2 holes of diameter 0.45 mm and depth until 0.45 mm from 

bottom of housing to put jacketed micro thermocouple (Ø 0.25 mm). One measured spot is above 

a welded ground electrode and the other one is on the opposite side of the housing. Third measured spot is 

at seat surface on outer spark plugs gasket. The scheme of measuring spark plug housing and results 

measured at engines speed characteristic shown at Fig. 4. 

  

Fig. 4: Measuring spark plug with micro thermocouple inside of housing and results of measurement.  

For calibration were used measured temperatures at n = 5000 rpm and 100% engine load. 

 

Mesh of elements was 

generated by “AutoGEM” 

generator, in lowest part of 

spark plugs housing was used 

thickening of mesh for higher 

result precision (for mesh was 

used elements “tetra” with 

maximum size of element 1 mm 

for lowest part of housing 

should be presented as follows). 
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Note: Drilling of very small and depth holes into spark plugs housing was made by company SHD 

Zahrádky. Assembly of spark plug was made with cooperation of company BRISK Tábor. Assembly 

of micro thermocouple into holes with diameter 0.45 mm is made by using of thin walled pipes.  

4. Calculating Field of Temperature for Spark Plug 

Field of temperature on spark plug after calibration is shown at Fig. 5. To gain acceptable accordance 

with measured results in required spots was used correcting coefficient K = 1.4. 

 
Fig. 5: Result of computed modelling of spark plugs temperature field. 

Beside of knowledge of temperatures at lowest part of spark plug housing is very significant fact, that 

quite simple computational model is able to provide reliable results of temperatures at lowest part of 

spark plugs housing. The experiences from calculating of model or technically difficult measurement of 

temperatures of spark plug housing are very valuable for development of spark plug with integrated 

ignition chamber.  

5. Conclusions  

The results performed research works show the ability to solve the complicated problems by acceptable 

combination theoretic, computational and experimental procedures, which are found on reasonable 

simplification. Experimental program on spark plug with integrated ignition chamber cellule includes all 

procedures, which have been checked on classical spark plug.  

All experimental works they are realized on a vehicle SI engine in Laboratory of driving units at Institute 

for nonmaterial, advanced technology and innovation on Technical University of Liberec. The results of 

research works contain first of all the criteria for complex evaluation (energy, power, emission and 

operation parameters) of the engine using the mixtures ignition by the spark plug with integrated ignition 

chamber. The investigation of the thermal load of new spark plug design (with ignition chamber, 

integrated to the housing of spark plug) has responsible position in this research works from standpoint 

of the functional reliability and durability of new spark plug design.  

Acknowledgement  

This research has been realized using the support of Technological Agency, Czech Republic, programme 

Centres of Competence, Project # TE01020020 Josef Božek Competence Centre for Automotive Industry. 

References 

Woschni, W. (1967) Untersuchen zum Wärmeübergang in Verbrennungsmotor, in: Proc. International Combustion 

Engines Conference Bucharest. 

Chiodi, M. & Bargende, M. (2001) Improvement of Engine Heat-Transfer Calculation in the Three-Dinensional 

Simulation Using a Phenomenological Heat-Transfer Model, SAE, 2001-01-3601. 

87



 
20

th
 International Conference  

ENGINEERING MECHANICS 2014 

Svratka, Czech Republic, 12 – 15 May 2014 

INJECTOR OF LIQUID LPG 

S. Beroun
*
, P. Brabec

**
, A. Dittrich

***
, T. T. Nguyen

****
 

Abstract: The formation of the mixture by injecting liquid LPG into the intake manifold of vehicle SI engine 

(conception MPI) is a perspective variant for alternative fuel system for operating the engine on LPG. This 

paper summarizes the results of theoretical and experimental research aimed at solving problems for 

injecting liquid LPG and presents a new design of the end part of the injector of liquid LPG. 

Keywords:  Alternative fuel LPG injector, Icing of injector, Computational and experimental research, 

New design of the icingless liquid LPG injector. 

1. Introduction 

The LPG injector is assembled from the electromagnetic valve (EV) and the end part (EP) with the 

channel for LPG leading to the outlet nozzle (ON) – see scheme at Fig. 1 (schema contains modifications 

LPG injectors for experimental research). After injection of LPG from the EV the LPG pressure 

extremely drops in the channel, the intensive evaporation of the LPG in the channel changes of liquid 

state to gaseous state and before outlet nozzle there is the damp steam of LPG with the very low 

temperature (temperature of damp steam of LPG at discharge by outlet nozzle is reduced to below -

30 °C). The geometric parameters of the channel (the volume of the channel before outlet nozzle VBON) 

and the outlet nozzle (the area of the outlet nozzle SON) have the very important influence both on the 

state of LPG and its physical quantities in the channel and the spray duration of the LPG to the manifold 

air. 
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Fig. 1: The scheme of the injector for the liquid LPG injection. 
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By the effect of very low temperature of the LPG spray raises the icing from the humidity of the 

atmospheric air on the external surface of the outlet nozzle. The icing fractures off from the outside of the 

outlet nozzle is the risk for the trouble-free engine running (misfire chance) (Mareš et al., 2007). Trouble-

free operation of the spark-ignition engine with liquid injection LPG therefore must be secured in such a 

structural solution to the end part of the injector of liquid LPG into the intake manifold to prevent 

freezing of the discharge nozzle of the injector. The design of the end part of LPG injector must be 

arranged against the icing forming.  

The authors of this paper accomplish the original theoretical studies about the liquid LPG injection to the 

manifold air: the results of this research works are contained in (Beroun et al., 2013) and (Nguyen, 2013). 

Illustration from theoretical studies of processes in a channel in the EP is in Fig. 2. 

 

Fig. 2: The courses of the calculated temperature of LPG in the channel EP and outlet nozzle ON. The 

temperature of the damp steam of LPG in the channel is very low at the beginning of the injection of LPG 

into the empty channel, temperature damp steam of LPG in the channel increases with the increasing 

pressure of LPG in the channel, and the temperature of the damp steam of LPG in the channel again 

decreases during emptying the channel. Very low temperature damp steam of LPG in the outlet nozzle is 

intended expansion of damp steam of LPG (discharge takes place mostly critical speed). 

2. Experimental Research of Liquid LPG Injector 

In the end part of the liquid LPG injector was installed heating element and into the channel of end part 

of the injector liquid LPG was placed a pressure sensor. In the vicinity of the outlet nozzle is mounted the 

thermocouple on a wall. Liquid LPG injector was mounted in the intake manifold model and 

measurement was performed in all operating modes (motor speed-frequency injection, injection dose-

opening time EV). Experimental works were carried out with the assembly of the fuel system (pressure 

tank for LPG with pump, injection pressure regulator and LPG solenoid valve) from company Vialle and 

the own (special) control unit for controlling the EV. Measurements were performed under laboratory 

conditions (ta  20 °C). A selection of experimental results with a commentary is in Fig. 3. 

The programme of the measuring was performed both without the heating (marking „normal“) and with 

the heating of the end part of injector (with the intensity control of the heating to reach the temperature on 

the external surface of the outlet nozzle to 5 °C – marking „reg.5C“). 
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Fig. 3: Pressure courses in the channel of the EP of the injector there are significant influenced by the 

temperature in the EP of the injector (the numbers in the circle are the measured temperature near the 

outlet nozzle). The heating of the end part of the injector increases both the temperature and the pressure 

LPG in the channel. The extension of time for spray duration of LPG into the intake manifold was due to 

an increasing the value of the steam quality “x” (coefficient of the steam saturation) and thus decreases 

the mass flow of LPG through an outlet nozzle into the intake manifold. Pressure course (especially 

evident in the region around zero) might be affected by cold temperature while the pressure sensor was 

exposed to very low temperature over a long period of time (temperature drift). 

The experimental results showed that for elimination of the risk of "icing" is sufficient heat output for 

warming EP about 20 - 25 W. Measurements also showed that the heat input into the channel of end part 

of the injector extends the time of a flow of damp steam of LPG from the channel and is therefore 

ineffective - if the heating of end part of the injector is only in the region of outlet nozzle, required 

heating power will be then reduced to about 10 - 15 W. These findings led to the proposal of a new 

structural configuration of end part of the injector. 

3. Construction of the End Part of the Liquid LPG Injector with Heating of Nozzle 

The new design of the end part of the injector for the liquid LPG is designed so that the heat flow 

of heating had been directed to part of the outlet nozzle. This arrangement significantly reduces the 

required heating capacity to ensure the injection of liquid LPG without icing. Heating of the outlet nozzle 

is secured to either the flow of liquid from the engine cooling system or electrical heating. Both variants 

are structurally resolved, variant of heating the flow of liquid from the engine cooling system is already 

prepared as a specimen to verify on the engine (see Fig. 4). For the variant with electric heating is looking 

for a suitable heating element. 
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Fig. 4: The new design of the end part of the injector for the liquid LPG - heating of the outlet nozzle is 

secured by the flow of liquid from the engine cooling system.  

4. Conclusions  

The reliable solution for the troublefree variant of the liquid LPG injector for alternative fuel system for 

operating the engine on liquid LPG is the heating of the wall near the outflow nozzle: either by flow 

of the coolant from the cooling system of the engine, or using of the local electric heating. The research 

works show, that the sufficient heating power for heat flow of heating, which had been directed to the 

wall near the outflow nozzle, is for prevent of icing about 10 – 15 W (the solution is founded on the 

different values of the material heat conductivity for the end parts of injector). Fig. 4 shows the concept 

of such variant of LPG liquid injector with the heating using flow of coolant. 
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Abstract: Following previous studies employing X-ray physics and continuum micromechanics in order to 

retrieve voxel-specific elastic properties from Computed Tomographs (CT) (Hellmich et al., 2008), we here 

present an updated and improved approach applied to in-vivo images of vertebrae of a young patient. This 

approach concerns both elasticity and strength, and therefore promises considerable impact on patient-

individual, image-based fracture risk assessment. This is done for the described voxel-specific heterogeneous 

case, as well as for vascular porosities averaged over the trabecular core. Homogeneous simulations 

obviously underestimate the fracture risk in the presently studies case. 

Keywords:  Continuum micromechanics, Finite Element model, Spine, Bone strength. 

1. Introduction 

We here present a novel approach for a patient-specific failure risk assessment from in-vivo CT 

(Computer Tomography) images. This approach is directly based on the fundamentals of X-ray physics 

and those of applied micromechanics. Extending the methodology for relating CT data to voxel-specific 

elasticity in bone (Hellmich et al., 2008; Blanchard et al., 2013) and in biomedical materials for 

transplants (Scheiner et al., 2009, Dejaco et al., 2012), we here convert information from an in-vivo CT 

scan of a young patient into voxel-specific bone strength properties by means of a multiscale continuum 

micromechanics strength model (Fritsch et al., 2009). These properties are then mapped onto a Finite 

Element mesh, which allows for assessing the effect of material inhomogeneity of bone on the overall 

structural behavior of the organ. In this context, it is of particular importance to reproduce the 

morphology of the vertebral body in patient-specific applications, particularly in cases of certain spine 

pathologies such as scoliosis, where the heterogeneity in bone density within the organ is very important. 

Therefore, the consideration of patient-specific and spatial heterogeneity within the bone is crucial for 

medical application. 

2. Methods  

A CT scan of a motion segment of a 15-years-old male patient, consisting of two lumbar vertebral bodies 

L3 and L4 was obtained from Mater Dei Hospital, Malta. The HiSpeed Dual medical CT scanner from 

General Electrics in helical mode was employed with the following parameters: source voltage: 140 kV, 

source current: 110 µA, exposure time: 1000 ms, image pixel size: 0.324 mm, slice spacing: 1.25 mm. 

The resulting DICOM images were then processed by means of a drawing software in order to capture the 

geometry of the structure and transported into a Finite Element analysis commercial software. The model 

has been already utilized in the work published by one of the co-author (Sant et al., 2012). For our 

purpose, the lumbar vertebral body L3 was isolated from the segment. In these CT images, capturing not 
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only the bone structure of a vertebral body, but also the surrounding soft tissue, the X-ray attenuation 

information is stored in terms of 8-bit grey values, increasing with intensifying attenuation. In order to 

separate soft and hard tissues, we perform a statistical analysis of the voxel-specific attenuation 

information leading to the histogram depicted in Fig. 1a. 
 

 

Fig. 1: a) Frequency distribution plot of the attenuation information in terms of grey values of the 

vertebral body L3; b) X-ray attenuation coefficients of the elementary constituents of bone tissue, as 

function of the photon energy; c) Multiscale micromechanical representation of bone material, similar to 

Fritsch et al. (2009). 

As a first step, we translate the attenuation information in terms of grey values contained in each of the 

0.324 mm - sized voxels building up the computed tomograph, into voxel-specific vascular porosity 

values. Therefore, we consider the linear relation between grey values and X-ray energy-dependent 

attenuation coefficients, involving three unknowns (two linearity constants and the X-ray energy). The 

latter are obtained from three known attenuation-energy relationships related to three characteristic points 

found in the grey value histogram: (i) the left-most peak in this histogram relates to fatty physiological 

fluid, at          = 70, (ii) the central peak relates to soft tissues as found in the inner organs around the 

spine, at       = 90, and (iii) the densest voxel in the image relates to compact bone with quasi-zero 

vascular porosity, at GV = 255. The energy-dependent attenuation coefficient of fat is documented in the 

NIST-database (NIST, n.d.). The latter also gives access to the energy-dependent attenuation coefficients 

of collagen and water, and their volume ratio in soft tissue [which can be gained from their mass densities 

and that of soft tissue (Mast, 2000)]. The volume ratio, in turn, in conjunction with the average rule for 

attenuation coefficients, gives access to the attenuation coefficient of soft tissue. 

Also the attenuation coefficient of compact bone is retrieved from averaging the attenuation coefficients 

of collagen, water, and hydroxyapatite, according to their volume fractions in vertebral extracellular bone 

matrix. The latter follows from the mass density of extracellular bone matrix in vertebrae (Malandrino et 

al., 2012), and the averaging of collagen, water, and hydroxyapatite mass densities according to the 

composition rules evidenced in Vuong and Hellmich (2011). 

At the extravascular level, the average rule is written for an RVE of extravascular bone tissue composed 

of extracellular bone matrix and water-filled lacunar porosity, see Fig. 1c. The attenuation coefficient for 

extravascular bone matrix enters the average rule for an RVE of macroscopic bone made of extravascular 

bone matrix and the water-filled vascular porosity; see Fig. 1c. Knowing the attenuation coefficient at 

each and every grey value, we compute the grey-value-specific porosity. 

a) 

b) c) 
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The vascular porosity values, obtained in this way, enter a continuum micromechanics model for bone 

(Morin and Hellmich, 2013), which thereupon delivers voxel-specific elastic properties. The tissue mass 

densities can then be related to the Young’s modulus, to the Poisson’s ratio, and to the transverse shear 

modulus. 

The latter are mapped onto a 3D Finite Element mesh developed from the same patient data (Sant et al., 

2012), consisting of solid elements representing the trabecular bone material, and of shell elements 

representing cortical bone material. In order to investigate the effect of introducing material heterogeneity 

into the Finite Element simulation, we build two models: one so-called homogeneous model, with 

trabecular tissue having homogeneous material properties, namely the elastic properties of the average 

grey value present in the organ, and one model, so-called heterogeneous model, with element-specific 

elastic properties. In the latter case, the voxel-specific density is associated to the finite elements by a 

barycentric-based in-house algorithm. A distributed unit load of 1 MPa is applied onto the upper surface 

of the third lumbar vertebral body, corresponding anatomically to the upper endplate. The corresponding 

stress and strain distributions are computed throughout the organ. 

These stress states are fed into a six-scale strength up-scaling model for bone, namely an algorithmically 

stabilized and physically improved version of (Fritsch et al., 2009), as to compute the element-specific 

proportionality factors by which the actual stresses are multiplied to reach the material yield or failure. 

3. Results  

The voxel-specific intertrabecular porosity and the elasticity reflect the very inhomogeneous nature of the 

investigated vertebra, see Fig. 2: The left side of the organ is less porous, and hence, denser and stiffer 

than the right side of the organ.  

 

 a)   b)   

Fig. 2: Porosity and stiffness maps in a cross section of the Finite Element model, oriented orthogonal to 

the superior-inferior direction: a) Vascular porosity and b) Axial Young's modulus. 

The factors by which the element-specific stresses, resulting from the 1 MPa pressure loading on the 

organ, needed to be proportionally magnified to reach the yield point of this element are shown in Fig. 3; 

which also allows for the comparison of the homogeneous and heterogeneous cases. These factors are 

directly quantifying fracture risk, on the rigorous basis of engineering mechanics; even for load cases of 

different magnitude, such e.g. 2 MPa pressure. For the latter case, the yield factors of Fig. 3 needed to be 

multiplied by ½. 

The analysis of the results shows that the first plastification (related to the minimum yield factor) occurs 

inside the cortical shell in both models, in only two finite elements located near the cranial endplate; this 

is consistent with the location of high risk of initial failure observed by Eswaran (2007). The second 

observation is that most of the plastification occurs inside the trabecular core, which is consistent with the 

observation of microcracks in the trabecular core (Fyrhie and Schaffler, 1994).  

As regards the difference between homogeneous and heterogeneous models, the use of a homogeneous 

model induces an overestimation of the elastic properties and an underestimation of the yield in the organ 

(see Fig. 3), as well as it neglects the patient-specific heterogeneity of the bony organ created by bone 

remodelling induced by everyday loads on the spine.  
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Fig. 3: Maps of the dimensionless yield factor related to 1 MPa pressure loading, shown across a cross 

section through the vertebral body, for: a) Homogeneous; b) Heterogeneous Finite Element model, 

undergoing a unit pressure loading. 
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Abstract: The aim of the study was to optimize the flow of compressed air through a pneumatic directional 

control valve by optimizing the valve design. The 3D model of the valve was constructed in a CAD 

SolidWorks program. The assumptions concerning the performance included low friction, a small pressure 

loss, and accordingly high flow parameters, i.e. sonic conductance and critical pressure ratio. Ansys CFX,  

a computational fluid dynamics program, was used to simulate and optimize the flow of compressed air 

through the valve, and examine the basic flow characteristics. By optimizing the fluid flow at an early design 

stage, it will be possible to produce directional control valves with improved flow parameters. 

Keywords:  Poppet valve, Control valve, Turbulent flow, CFD simulation, Numerical analysis. 

1. Introduction 

This work discusses a method for optimizing the flow of compressed air through a directional control 

valve, using the example of a poppet valve. Pneumatic directional control valves allow compressed air to 

flow into different paths by opening and closing ports to different pneumatic circuits. Developing a new 

valve or modifying an existing one is a demanding task; it requires great experience and knowledge on 

the character of the fluid flowing along the valve ways (Takosoglu et al., 2009). Modifications to the 

design need to be verified via testing. It is also vital to determine the flow parameters, i.e. the critical 

pressure ratio and sonic conductance, in accordance with the appropriate standard. Design modifications 

made to individual valves prior to their production would be extremely costly and time-consuming. If 

suitable software is employed to analyze the fluid flow and determine the flow characteristics, the design 

modification time will be shortened and the costs reduced. Simulations can be used to rigorously analyze 

the flow of compressed air through a valve, with the findings being applicable to the entire group of 

directional control valves. To perform a full verification, the simulation results need to be compared with 

the experimental data. 

2. Solid Model of the Valve 

The principle of operation of the 3/2 valve is illustrated in Fig. 1. In the initial position of the pilot piston 

(Fig. 1a), the fluid flows between ways 1 and 2, while way 3 is cut-off. After the plunger is moved to the 

opposite position (Fig. 1b), the fluid passes between ways 2 and 3, with way 1 being cut-off. 

The solid model of the poppet valve is presented in Fig. 2. 3/2 directional control valves are the most 

common valves used in pneumatic drive and control systems. 

3. Mathematical Model of the Flow 

The flow analysis, conducted with a computational fluid dynamics (CFD) program, involved 

transforming differential transport equations to obtain detailed information about the phenomena 
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occurring in pneumatic control devices. The calculation process uses the laws of motion; the 

mathematical model of the directional control valve is developed in the form of equations describing the 

flow physics (Takosoglu et al., 2012). The turbulent flow of a viscous fluid is described with Reynolds 

equations (2)-(4), which, together with continuity equation (1) form a complete system of relationships 

able to determine the pressure and the flow rate area. 

 
Fig. 1: Diagram of the 3/2 valve. 

 
Fig. 2: Solid model of the 3/2 valve a) before modification, b) after modification. 
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The k-ε model has become one of the most popular and definitely most commonly used models of 

turbulent flow. The two parameters (k-ε) require two additional transport equations, which can be written 

as: 
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The parameter k denotes the turbulence kinetic energy, and ε is the turbulence kinetic energy dissipation 

rate. The above differential partial equations are implemented in the computational module of the Ansys 

CFX program. To effectively solve the system of equations describing the turbulent flow of the fluid, it is 

necessary to use boundary conditions that guarantee the uniqueness of the solution and affect the 

computational process in the area analyzed. 

4. Numerical Analysis 

This section discusses the results of a numerical analysis for a poppet valve to determine its performance 

before and after modifications to the design. 

 

Fig. 3: Distributions of pressure. 

As can be seen, the pressure distributions along the axis of symmetry are different for the two cases, i.e. 

before and after modifications (Figs. 1a and 1b, respectively). After the modification, the compression of 

the air takes place as early as in the inlet chamber; air reaches a pressure of approximately 54 10  [Pa]. 

The expansion occurs in the outlet port at the exit; the pressure of the air is nearly equal to the pressure of 

the environment. 

 

Fig. 4: Distributions of the flow rate. 
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It can be seen that, in the inlet and outlet ports, the rate of the air flow close to the walls is practically 

equal to zero and that the rate is the highest in the central part. As shown in Fig. 4, the air flow rate 

increases from a value close to zero to more than 640  /m s  when the air passes from the second 

chamber to the outlet port.  
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Fig. 5: Volumetric flow rate. 

The curves in Fig. 5, based on the model analysis, illustrate the differences in the volumetric flow rate for 

the poppet valve before and after modifications to its design. 

5. Conclusion  

A numerical approach to fluid mechanics was used to optimize the flow of compressed air through the 

valve and determine the basic flow characteristics at the early design stage. This optimization method will 

enable us to produce pneumatic valves with improved operating parameters and functionality. 
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Abstract: The aim of this paper is to evaluate efficiency of different approaches to parallelization of sparse 

matrix assembly using OpenMP. The OpenMP platform is an Application Program Interface (API) for multi-

platform shared-memory parallel programming in C/C++ and Fortran. The paper shows that parallelization 

can efficiently use modern available hardware, significantly reducing the needed computation time. 

Keywords:  Assembly operation, Parallel efficiency. 

1. Introduction 

The development in computer hardware in last decades shows enormous progress, enabled by the 

introduction of parallel computers. Nowadays, the parallel technology is available even on desktop PC 

due to widespread use of multicore chips. The rapid development in hardware is, however, not 

accompanied by corresponding development in software technology. To fully utilize the potential of 

modern hardware, new algorithms and techniques have to be developed.  

The aim of the paper is to study different approaches to parallelization of sparse matrix assemble 

operation using shared memory programming model using OpenMP library.  The study has been done in 

OOFEM, which is a free finite element code with object oriented architecture for solving mechanical, 

transport and fluid mechanics problems (Patzak, 2002).  

We focused our attention on sparse matrix assembly operation. During this phase, the individual 

characteristic matrices of individual elements are evaluated and assembled into a global problem matrix 

using element code numbers. This operation can be relatively demanding, especially, when nonlinear 

problems are taken into account. The parallelization strategy is based on decomposition of the total work 

into parts assigned to individual computing nodes. In the present context, the serial loop over all elements 

is split into disjoint parts assigned to individual computing nodes. The individual element matrices are 

computed in parallel on individual nodes and then assembled into global stiffness matrix, which is shared 

between individual nodes (shared memory). It is necessary to ensure, that multiple threads do not update 

the same value in the sparse matrix, as this will lead to unpredictable and incorrect results. The OpenMP 
provides different mechanisms that can be used to ensure consistency when accessing and updating 

shared memory. In this paper, we discuss the individual possibilities and compare their efficiency. 

The paper is organized as follows. In Section 2 we briefly explain the assembly of the stiffness matrix and 

OpenMP API constructs which we use in Section 2. Results are shown and discussed in Section 3. 

Finally, we conclude the paper in Section 4. 

2. Forming Stiffness Matrix with the Use of Parallel Directives  

The typical (serial) implementation of sparse matrix assembly consists of loop over elements. Inside this 

loop, the individual element matrices are evaluated and assembled into a global matrix. The mapping 

between element local degrees of freedom and corresponding global degrees of freedom is described by 

code numbers. The individual values in element matrices are added to the corresponding global matrix 

entry, which row and column indices are determined using the element code numbers, see Tab. 1. 
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Tab. 1: Prototype code for serial sparse matrix assembly. 

 

 

 

 

 

 

 

2.1. Application of OpenMP platform 

The OpenMP parallel constructs allow relatively straightforward parallelization of serial code, by 

providing construct enabling to parallelize the for-loops. This is achieved by marking such loop by a 

special compiler pragmas as parallel loop. The rest is done almost automatically by a compiler, which 

splits the loop into parts that are then assigned to individual threads of execution. The user can adjust 

certain parameters that affect the work assignment (static or dynamic), and the scope (local or shared) of 

variables inside the loop. In order to achieve the best scalability, the amount of serial code must be 

reduced to profit from parallel execution. It is therefore natural to parallelize the top level loop over 

individual elements in assembly operation. The parallel OpenMP loop construct allows to mark variables 

inside the loop as shared or private variables. Shared variables are shared among the individual 

computing nodes, which means that the data are visible and accessible by all threads simultaneously. On 

the other hand, the private variables are private to each thread and therefore each thread will have its own 

copy and use it as a temporary variable. The elements matrices and code number vectors were marked as 

private.  

The consistency in accessing and updating shared data can be achieved by a number of different ways in 

OpenMP. The following approaches have been considered: 

A1. The localization of element stiffness matrix is enclosed in critical section. The critical section 

ensures that the section can be processed by only a single thread in time.  

A2. Only the update operation of global stiffness matrix entry enclosed in critical section.  

A3. The update operation of global matrix entry marked as atomic. Atomic directive ensures that the 

memory update is atomic. A compiler might use special hardware instructions for better 

performance than when using critical section. 

A4. The consistency ensured using lock or semaphore that lock particular part of code. When the lock 

is activated the code block which is locked can be executed by only one thread at a time that 

owns the lock. Single lock has been used. 

A5. The consistency ensured using multiple locks. In this approach, the global matrix is divided in 

blocks, corresponding to a range of matrix rows (the number of blocks is a parameter) with 

dedicated lock. This approach does not locks the whole matrix for a single thread, it locks only 

specific block, so that the others threads can perform update in other rows.  

Tab. 2: Prototype code for A1, A2 and A3 strategies. 
 

#pragma opm parallel for 
For elem=1, nelem 
  Ke = computeElementMatrix(elem) 
  Loc = geveElementCodeNumbers(elem) 
  #pragma omp critical (A1) 
  For i=1, K.rows 
    For j=1, K.columns 
      #pragma omp critical (A2) 
      K(loc(i), loc(j)) += Ke (i, j) 
    End 
  End 

End 

 

#pragma opm parallel for 
For elem=1, nelem 
    Ke = computeElementMatrix(elem) 
    Loc= geveElementCodeNumbers(elem) 
    For i=1, K.rows 
      For j=1, K.columns 
        #pragma omp atomic 
        K(loc(i), loc(j)) += Ke (i,j) 
       End 
    End 
End 

A1/A2: Sparse assembly with critical section A3: Sparse assembly with atomic section 

For elem=1, nelem 
    Ke = computeElementMatrix(elem) 
    Loc = geveElementCodeNumbers(elem) 
    For i=1, K.rows 
      For j=1, K.columns 
         K(loc(i), loc(j)) += Ke (i, j) 
       End 
    End 
End 
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Tab. 3: Prototype code for A4 and A5 strategies. 
 

omp_lock_t writelock; 
OMP_INIT_LOCK(&writelock); 
 
#pragma opm parallel for 
For elem=1, nelem 
 Ke = computeElementMatrix(elem) 
 Loc = geveElementCodeNumbers(elem) 
 For i=1, K.rows 
  For j=1, K.columns 
    OMP_SET_LOCK(writelock); 
    K(loc(i), loc(j)) += Ke (i, j) 
    OMP_UNSET_LOCK(writelock); 
  End 
 End 

End 
OMP_DESTROY_LOCK(&writelock); 

 

 

#define NBLOCKS 10 
omp_lock_t writelock[NBLOCKS] 
For i=1, NBLOCKS 
  OMP_INIT_LOCK(&writelock[i]) 
End 
// block size; note integer division 
blockSize = K.rows/NBLOCKS  
#pragma opm parallel for 
For elem=1, nelem 
 Ke = computeElementMatrix(elem) 
 Loc = geveElementCodeNumbers(elem) 
 For i=1, K.rows 
   For j=1, K.columns 
     Bi = loc(i)/blockSize 
     OMP_SET_LOCK(writelock[bi]) 
     K(loc(i), loc(j)) += Ke (i, j) 
     OMP_UNSET_LOCK(writelock[bi]); 
   End 
  End 
End 

A4: Sparse assembly with single lock A5: Sparse assembly with block locks 

3. Testing Example, Results and Discussion 

The individual approaches have been evaluated using a 3D finite element model of nuclear containment 

reactor. The mesh consists of 87320 nodes and 959700 tetrahedral elements with linear interpolation. The 

total number of equations was 260322. The stiffness matrix has been stored in compressed row sparse 

format. In this storage format, on floating-point array is needed to store actual nonzero values as they are 

traversed in a row-wise fashion. The other two integers arrays store the column indexes of the elements in 

the vector of values and the second stores the locations of those values that start a row.  Instead of storing 

n
2
 elements (where n is the number of equations), we need only 2nnz + n + 1 storage locations, where 

nnz is number of nonzero entries. 

The four described approaches (A1-A5) have been implemented and their efficiency compared on test 

example. The evaluations have been done on a desktop PC with 8 cores. The runtime, in terms of wall 

clock time, has been recorded for each strategy for varying number of processors. In the strategy A5, with 

multiple locks, each one for dedicated row blocks, the total number of blocks has been also changed.  

In Table 4, the execution times for strategies A1-A4 are given. It can be clearly observed, that time 

needed for the execution is reduced with increasing number of threads. However, the gain is non-

proportional, due to the overhead associated with resource sharing (data bus), data consistency (locking, 

critical sections), and thread management (creation, termination). The more threads are used, the less is 

the gained speed up. The best speedups and also absolute times are observed for A1 strategy, where the 

whole local matrix assembly block was contained within a critical section. Comparing to the A2, where 

only the update of global entry was in the critical section, it is clear, that the overhead associated with 

critical section is higher than possible gain, when the loops over local entries can be done in parallel. The 

strategy A5 with multiple locks for dedicated row blocks is efficient than the strategies A3 and A4 relying 

on simple lock strategy. The results show that there are significant differences between individual 

strategies. In general, the optimal strategy is problem dependent and must be evaluated on several 

examples. However, with each strategy one can achieve better performance compared to serial code.  

4. Conclusions  

The presented work evaluates the different strategies for parallel assembly of sparse matrix using 

OpenMP programming model. The individual strategies are based on critical sections, atomic constructs, 

and locks used to lock the whole matrix or its section. The strategies are compared on forming sparse 

stiffness matrix of a large scale engineering problem. The results show that using parallelization the 

computation time can be significantly reduced. The overhead costs of individual approaches can have a 

significant impact on overall computation time. 
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Tab. 4: Execution times for strategies A1 – A5. 

number of threads

1 2 4 6 8

A1 4.531 2.750 1.789 1.640 1.608

A2 5.019 3.124 5.553 7.487 8.488

A3 5.109 3.131 5.643 7.501 8.528

A4 5.002 3.120 5.553 7.417 8.345

A5 – NBLOCKS 50 5,134 3.175 2.539 2.482 2.451

A5 – NBLOCKS 100 5.152 3.159 2.429 2.383 2.359

A5 – NBLOCKS 500 5.155 3.151 2.306 2.175 2.131

A5 – NBLOCKS 1000 5.150 3.1722 2.299 2.172 2.126

execution times [s]

 

Acknowledgement  

This work was supported by the Grant Agency of the Czech Technical University in Prague, grant        

No. SGS OHK1-089/14 “Advanced algorithms for numerical modeling in mechanics of structures and 

materials”. 

References  

Patzak, B. (2002) OOFEM project home page, In: http://www.oofem.org [online], 2002-05-01 [cited 2014-26-1]. 

Available from: http://www.oofem.org/en/documentation/manual.html. 

Chapman, B., Jost, G., Pas, R. V. D. foreword Kuck, D. J. (2008) Using OpenMP – portable shared memory parallel 

programming The MIT press, Cambridge Massachusetts, London, England: ISBN-13: 978-0-262-53302-7. 

Stroustrup, B. (1997) The C++ programming language Third edition. Murray Hill, New Jersey: 1997 by AT T. 

ISBN 0-201 885954-4. 

103



 
20

th
 International Conference  

ENGINEERING MECHANICS 2014 

Svratka, Czech Republic, 12 – 15 May 2014 

SIMULATION ASSESSMENT OF SUPPRESSION OF MACHINE  

TOOL VIBRATIONS 

T. Březina
*
, L. Březina

 *
, J. Marek

**
, Z. Hadaš

*
, J. Vetiška

* 

Abstract: The paper presents an approach for finding the locally optimal parameters of a mass which 

connected to a machine tool suppresses vibrations during machining process. The proposed approach is 

mainly based on simulation modeling of mechatronic systems with flexible bodies and consequent reduction 

of the obtained model order. Obtained parameters can be structurally interpreted and included in the model 

e.g. as a damper or an absorber. The complex model containing the machine tool model with the connected 

mass then makes possible to analyze the influence of the connected mass on the dynamic compliance of the 

machine tool. 

Keywords:  Machine tool, Dynamic compliance, Flexible bodies, Simulation assessment, Mechatronic 

systems. 

1. Introduction 

The influence of a connected mass on the dynamic compliance of the whole system provides quite 

important information for a designer of a machine tool. The importance generally arises from consequent 

possibility of the revision and correction of the whole engineering design of the machine according to the 

obtained information. 

The mentioned information was often based only on the experience of the design engineers. The proposed 

concept is on the contrary based on the simulation modeling of mechatronic systems which utilizes 

different simulation engines (Brezina et al., 2011). The main advantage of the simulation modeling is then 

possibility of fast modifications of the model and its low cost compared to the experiments with the real 

machine. 

However, finding the suitable locally optimal parameters of the connected mass, in order to tune the 

dynamic compliance of the system, might be quite complicated because its integration influences all of 

machine axes thus improvement of the behavior for one axis can lead to the worsening in the other axis. It 

should be also taken into account that the reliable model of the machine should contain flexible bodies 

which is leading to the dramatic increase of the model order. 

The paper presents an approach to obtaining of the locally optimal parameters of the mass which is 

flexibly connected to the tool holder. The parameters of the mass are designed in a way to reduce the tool 

vibrations during the machining. The simulation modeling of the mechatronic systems concept is utilized 

for that purpose. The method based on the canonical form of the obtained LTI model of the system for the 

model order reduction is presented as well. 

The modeled machine tool (Fig. 1) by TOSHULIN, a.s. producer was modeled in axes X, Y, Z at the 

center of gravity of the tool holder for the excitation frequency range 0 - 280 Hz. The asked 

correspondence with the real machine was up to 10% at both time and frequency domain. 
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2. Formulation of the Task 

The connected mass A is described by mechanical parameter weight 
Am . It is connected to an appointed 

place (the mass center of a tool holder) by an ideal damper with damping 
Ab  and by an ideal spring with 

stiffness 
Ak  (Fig. 2). The mass is moving in 

A , 
A  direction (Fig. 2). 

A , 
A  represent geometric 

parameters. 

 

 
 

Fig. 1: Analyzed machine tool from 

TOSHULIN (Brezina et al., 2013). 

Fig. 2: Scheme of the integration of the mass A to the system 

(Brezina et al., 2013). 

The dynamic compliance of the machine with the integrated mass A is described by following equations 
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where m , b , k  mean one by one matrix of mass, matrix of damping, matrix of stiffness and 
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The improvement of the dynamic compliance of the machine tool with the connected mass A is 

formulated as a minimization of the objective function  g p : 
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, (2) 

where , , ,i j X Y Z ,  
,

max ,
i j

A


α p  is a dominant amplitude – maximum of the amplitude characteristics 

of the dynamic compliance of the machine with the integrated mass A and  ,max ,i j


α p  has the same 

meaning but the machine is considered without the mass A. There are considered following limitations: 
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A A A A A A A Amin min min

A A A A A A A Amax max max

i i
i

m b k m b k

m b k m b k

 

 





 p

. (3) 

The first two conditions represent limitations of the magnitude of the parameters values and the last one is 

introducing requirement for the improvement of the dynamic compliance in the particular axis. The 

minimization of the objective function guarantees the least possible degradation of the dynamic 

compliance between the different axes. It is necessary to obtain the low order model of the dynamic 

compliance to implement the minimization process first of all. 
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3. Obtaining of the Low Order Model via CAD, FEM and MBS Models 

To efficiently minimize the target function, a credible model of as low order as possible has to be used. 

The low order model is created according to the simulation modeling of mechatronic systems concept. 

The first step is to identify rigid and flexible parts in the CAD model. There are consequently created 

FEM models of the flexible parts (order around 5 610 10 ) and modal analysis is performed. The high 

order is reduced by utilization of the Craig-Bampton method (Craig & Bampton, 1968) for the given 

frequency range. The reduced models (the order around 2 310 10 ) are integrated to the multi-body 

machine model together with rigid bodies models. The order of the complete machine remains 2 310 10 . 

The final state LTI model  , , , α A B C D 0  is obtained by the linearization of the reduced model around 

the selected operation point. Let’s note that L-image of α  is for the zero initial conditions described as  

 
     

     

s s s s

s s s

 

 

x Ax BQ

q Cx DQ
, (4) 

where  sx ,  sQ  and  sq  mean L-images of the vector of (inner) states, input vector of exciting force 

actions and output vector of corresponding displacements. The dynamic compliance of the machine tool 

or dynamic compliance only between axis j  and i  could be expressed simply as 

           ,, or i i j js s s q s s Q s q α Q α . The obtained model is of the 428
th
 order. The asked 

correspondence with the real machine was according to measurements achieved. 

4. Further Reduction of the LTI Model 

There are many methods of reduction of the LTI order using similarity transformations based on the 

controllability and observability matrix (e.g. Antoulas & Sorensen, 2001; Moore, 1981) which, however, 

often disturb the original physical structure of the model. Therefore, the further reduction of the LTI 

model is performed by transforming the matrix A into canonical modal form  1 2, , , ndiagA A A A . The 

matrices 
kA  are 2 2  type and a couple of single eigenvalues of LTI  2 2

0
k

i     or  2 2

0
k

    is 

projected as 

 
2 2 2 2

0 0

2 2 2 2

0 0

, ork k

k k

     

     

     
    
         

A A . (5) 

The symbol   or expression 2 2

0    means damping factors and 0 is the natural frequency of the 

couple. The application of such LTI form has two principal consequences: the original model can be 

decomposed into a set of partial models  , , ,k k k k k α A B C D 0  of the second order, for which applies  
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s s s

s

 
  
 







q α Q

q

. (6) 

The modeled dynamic compliance  sα  is according to (6) a sum of partial dynamic compliances  k sα . 

This can be utilized for the reduction of the LTI model  sα  which respects the structure of the original 

model of the mechanical system. It is possible to perform the reduction of  sα  by simple elimination of 

partial models  k sα  with no significant contribution to the original model. 

The order 428 of LTI model was reduced to just 80 with relative accuracy downgrade 7 %. The 

minimization according to (2) and (3) is consequently performed for the reduced LTI. The found 

parameters are then used as initial parameters for the minimization on original LTI (order 428) because of 

the inaccuracy suppress. 

The examples of the locally optimal solutions for the mass A (Fig. 3) are presented in (Brezina et al., 

2013). There was observed significant suppression of the original dominant amplitudes (Fig. 3 - left). 

106



 

 5 

Simultaneous worsening in some of the other axis also appeared (Fig. 3 - right) but outside the working 

range of the machine. 

 

 

 

Fig. 3: The integration of the mass A with the locally optimal parameters, left - The amplitude 

characteristics of the dynamic compliance of the machine in the Z axis (the best integration influence), 

right - The amplitude characteristics of the dynamic compliance of the machine between the X and Y axis 

(the worst integration influence) (Brezina et al., 2013). 

5. Conclusions  

The proposed approach based on the modeling of mechatronic systems presents possible efficient way to 

the reduction of the obtained LTI model which contains also flexible bodies. The reduced model order 

reaches approximately 20% of the original one. The observed difference between the resonant frequencies 

of both models was typically up to 10%. 

There was also presented an objective function for finding of the locally optimal parameters of the 

connected mass A which was integrated to the model in order to reduce the dominant amplitudes of the 

system. Initial locally optimal parameters are due to the decreasing of computational time found for the 

reduced model of the system. Final optimal parameters are then searched for the original non-reduced 

model. There was observed important decreasing of dominant amplitudes after the implementation of the 

mass A with the locally optimal parameters. Increasing of amplitudes in some other axes was observed 

outside the working range of the machine thus without an important impact on the machine function. 

Let’s note that mass A can be practically implemented as a damper or an absorber. 
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Abstract: This paper is focused on numerical simulations of pulsatile laminar blood flow using the lattice 

Boltzmann method. Compared to the traditional methods like the finite volume or finite element methods, the 

relatively new approach of the lattice Boltzmann method is simpler, faster and less memory-intensive. 

Because of these desirable properties, this method can be seen as an appropriate candidate for numerical 

simulations in the field of biomedicine, where large and complex flow problems have to be solved in short 

time. In this work, the lattice Boltzmann method is tested on a reference idealised bypass model. The 

obtained numerical results are compared with those computed using the finite volume method. 

Keywords:  Lattice Boltzmann method, Finite volume method, Incompressible Newtonian fluid, 

Pulsatile blood flow, Idealised bypass geometry. 

1. Introduction 

The lattice Boltzmann method represents a relatively new approach for the modelling of fluid flow 

problems (Succi, 2001), (Chen et al., 1998). The principle of this method is based on the mesoscopic fluid 

description unlike the classical methods that utilise the macroscopic description. The lattice Boltzmann 

method originates from the lattice gas cellular automata (LGCA) representing a simplified molecular 

dynamics. However, unlike the LGCA, the lattice Boltzmann method operates with virtual particles. This 

approach makes it possible to solve various complex flow problems such as multiphase flow and free 

surface flow. Due to its simplicity, accuracy and computational efficiency, the lattice Boltzmann method 

has become very popular during the last decade.  

Because any extra knowledge of the local hemodynamics prior to surgery can bring benefits not only to 

vascular surgeons in their pre-operative planning, but also to patients, the mathematical modelling of 

blood flow in patient-specific geometries has become very popular in recent years. A certain drawback of 

this approach is the need for very fast calculations in complex computational domains that are usually 

reconstructed from CT scans. From this point of view, the lattice Boltzmann method appears to be an 

appropriate numerical method for this type of computationally-demanding calculations. Its main 

advantages include robustness and ability to perform blood flow simulations directly in grids obtained 

from CT scans. 

The aim of the present study is to compare the computational capabilities of the lattice Boltzmann method 

with those of the finite volume method for the numerical simulations of pulsatile Newtonian blood flow 

in a reference idealised bypass model taken from (Vimmr et al., 2012). Further numerical results for other 

bypass models with either tapered or widening grafts will be presented and discussed in detail at the 

conference. 
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2. Methods  

The lattice Boltzmann method is derived from a special discretisation of the Boltzmann equation, 

describing the time evolution of the particle distribution function           in the phase space,  

  
  

  
     

 

 
       , (1) 

where the right hand side of Eq. (1) is the Bhatnagar-Gross-Krook model of the collision operator 

(Bhatnagar et al., 1954), the function          is an equilibrium distribution function and  is the single 

relaxation time. After a special space-time discretization of Eq. (1), the lattice Boltzmann equation is 

obtained 

   
                

       
 

 
(  

        
  

     ), (2) 

where                are the distribution functions corresponding to the  -th  particle velocity 

  . The spatial distribution of the particle velocities    in 3D, which is denoted D3Q19, is shown 

in Fig. 1. In according to (Succi, 2001), the equilibrium functions    
        are defined as 

   
  

        
  

                   (          
 

 
        

 

 
     ), (3) 

where    are weights,          is the density and          is the velocity vector.  

                   
Fig. 1: D3Q19 lattice (3D space, 19 velocities).             Fig. 2: Time-dependent inlet flow rate Q(t). 

 

The macroscopic variables         and        can be recovered from the distribution functions         as 

        ∑       

  

   

                           ∑         

  

   

  

The pressure        is connected with the density        through the following relationship 

  
 

 
   

Using the Chapman-Enskog expansion (Succi, 2001), the nonlinear system of incompressible Navier-

Stokes equations 

      , (4) 

  (
  

  
    )          , (5) 

can be recovered from the lattice Boltzmann equation (2). To demonstrate the computational capabilities 

of the lattice Boltzmann method, we compare the obtained results with those computed using the 

pressure-based second order finite volume method described in (Vimmr et al., 2012). 

 

109



 

 4 

3. Numerical results 

The numerical simulations of pulsatile Newtonian blood flow are performed in an idealised bypass model, 

consisting of both proximal and distal anastomoses. The geometry of this model with average values 

shown in Fig. 3 is taken from (Vimmr et al., 2012). At the inlet, a time-dependent velocity magnitude 

corresponding to the inlet flow rate, Fig. 2, is prescribed. At the outlet, the constant pressure boundary 

condition is considered. Figs. 4 and 5 show velocity profiles at selected cross-sections of the reference 

bypass model computed by the two numerical methods considered in this study at the time instant  

t3 = 1.12 s. The comparison of longitudinal sections of the velocity profiles from Figs. 4 and 5 is 

displayed in Fig. 6. Tab. 1 lists the number of elements and CPU times necessary for the completion of 

two full cardiac cycle periods. 

 

Fig. 3: Geometry of the reference 3D bypass model. 

 

Fig. 4: Velocity profiles obtained using the lattice Boltzmann method at the time t3 = 1.12 s. 

 

Fig. 5: Velocity profiles obtained using the finite volume method at the time t3 = 1.12 s. 

 

Fig. 6: Comparison of velocity profiles in the middle of the reference bypass model computed  

by the lattice Boltzmann method (red) and the finite volume method (black) at the time t3 = 1.12 s. 
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The results obtained with the lattice Boltzmann method are in a relatively good qualitative agreement 

with those computed using the finite volume method, although several differences are present. The main 

differences are primarily caused by dissimilar computational meshes, see Fig. 7. Namely, the 

computational mesh used for the numerical computation with the finite volume method consisted of 

tetrahedral elements, which were able to precisely fit the boundary of the computational domain. By 

contrast, the computational grid used for the lattice Boltzmann method consisted of hexahedral bricks, 

which could only approximately fit the boundary of computational domain. This mesh difference results 

in different distributions of blood flow within the graft and the stenosed native artery. 

 

Fig. 7: Computational meshes used for the lattice Boltzmann method (top) and the finite volume method 

(bottom). 

Tab. 1: CPU times for the two methods considered in this study. The listed time indicates the end of the 

computational process after reaching two full cardiac cycle periods. 

method number  of cells CPU time [s] 

FVM 256461 174294 

LBM 162779 36598 

 

4. Conclusions 

The lattice Boltzmann method represents an excellent tool for the solution of large and complex flow 

problems because of its simplicity, accuracy and high performance, Tab. 1. Some difficulties can be 

encountered when it is necessary to precisely capture the boundary of the computational domain, as 

shown in this study. In such cases, it is recommended to implement local grid refinement or apply a 

special boundary condition corresponding to the curvature of the boundary. 
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Abstract: This work deals with the mechanical and filtering properties of porous materials based on silicon 

carbide and aluminate cement for filtration applications. Silicon carbide classified according to particle 

sizes was used as the main aggregate. The influence of granulometric composition and quantity of aggregate 

upon porous structure generation was studied and mechanical properties were characterized using a 

three-point bending test of columns with proportions of 20 × 20 × 100 mm prepared of testing mortars. The 

input materials were characterized using laser granulometry and X-ray diffraction; the porous structure was 

studied using mercury porosimetry, and scanning electron microscopy. Disc-shaped barriers with 90-mm 

diameters were prepared by uniaxial pressing in a mold. They were tested using air flux to determine their 

effective permeability. Additionally, capillarity testing of the materials was carried out. 

Keywords:  Porous material, Porosity, Mechanical properties, Filtration. 

1. Introduction 

The production of porous supports for membranes as well as macroporous elements for filtration involves 

firing (Guocheng, et al., 2012). Firing is a basic process in ceramic technology and involves sintering to 

form strong ceramic bonds between the particles of raw materials (Hanykýř, 2000). The structure of the 

final product is mainly influenced by the firing temperature, which usually reaches 1100°C for inorganic 

membrane fabrication. With the increase in temperature, porosity is reduced and flexural strength is 

increased (Nandi, et al., 2008). The firing process itself can take several hours, and it is very expensive 

(Hlaváč, 1981, Dong, et al., 2009). The main effort in the field of membrane processes is to reduce the 

cost of membrane units and thereby reduce the cost of the overall process (Dong, et al., 2009, Sarkar, 

et al., 2012). One possibility is to skip the heat treatment step, which makes the final products more 

expensive. However, it is also necessary to preserve porosity and appropriate values of mechanical 

properties simultaneously. That is the main aim of this work. 

2. Materials and Methods 

2.1. Materials and preparation of samples  

An aluminate cement, Secar 71, was mixed with silicon carbide (Carborundum Electrite a.s., Benátky nad 

Jizerou).  Various particle sizes (Tab. 1) ranging from 33 to 500 µm were used to influence the porous 

structure of the final material. 

Testing samples for evaluating mechanical properties were prepared by mixing water and cement for one 

minute. The aggregate was added and then homogenized for three minutes and casted in steel molds to 

form columns with measurements of 100 × 20 × 20 mm. The molds were enclosed in a polyethylene bag 

to avoid humidity outflow and then demolded. After demolding, the samples were cured at laboratory 

temperature and pressure in an enclosed plastic bath with increased humidity. Samples for permeability 

testing were prepared using the same mixing procedure above but the mixture was then pressed into a 

mold to form disks with 90-mm diameters and a thickness of 5 mm.  
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2.2. Characterization methods 

The phase composition of starting materials was determined using a PANalytical Empyrean X-ray 

diffraction spectrometer. Granulometric measurement to determine particle size distribution was 

performed with a Sympatec HELOS KR laser analyzer with a measuring range between 0.1 to 8750 µm. 

Testing of flexural and compressive strengths was performed using the DESTTEST 4310 COMPACT A 

machine designed by Beton System, which is typically used for testing mechanical properties of building 

materials. Mechanical strengths were measured after 24 hours, 7 days and 28 days. Characterization of 

porous structure of the samples was carried out using a Micromeritics Poresizer 9310 mercury intrusion 

porosimeter. Cross-section of samples and their surfaces were analyzed using a Zeiss EVO LS 10 

scanning electron microscope. Porosity was determined using the pycnometric method – the sample was 

dried at 105°C to a constant weight and left to cool in a desiccator. The sample was then weighed to an 

accuracy of 1 mg (m1), put in a pycnometer, filled with distilled water and reweighed (m2). Finally, the 

weight of the water-filled pycnometer was measured. Bulk density was calculated according to relation 

(1). The samples used for determination of bulk density were subsequently put into 50-cm
3
 beakers and 

these were filled with water to completely submerge the samples. The sample beakers were put on a hot 

plate and the water was boiled for an hour. After the samples were saturated with boiling water, their 

surfaces were wiped to remove water droplets and weighed (m4). Absorbability was then calculated 

according to equation (2). Apparent porosity was calculated using equation (3) (Ptáček et al., 2012). 

Finally, the permeability of the prepared materials was determined by air flux with a laboratory filtration 

apparatus. Mean pore (capillary) radius and the diffusion coefficient of water in the material was 

determined using a capillarity test. Permeability was tested using the 90-mm disks. The sample was 

placed into a chamber connected to a compressor air tank with a volume of 0.001 m
3
 and connected to the 

filtration apparatus, and the overpressure (Δp0) in the range of 120 kPa (compared to atmospheric 

pressure) was set up. The beginning of the experiment was defined by turning on the valve to the chamber 

with the disk, and the time of the instantaneous overpressure (Δp) was measured until it was in 

equilibrium with atmospheric pressure. The results of the measurement were displayed as a linear 

dependence, described by equation (6). The effective permeability Keff [mol·m
-1

·s
-1

·Pa
-1

] of the material 

was determined using the angular coefficient β [s
-1

] of the linear dependence (equation 6), according to 

relation (7) where A is the disk surface area, hb is its thickness, Va is the volume of air tank, R is the molar 

gas constant (8.314 J·mol
-1

·K
-1

) and T is the ambient temperature [K] (Kudová et al., 2004). For the 

determination of capillarity, a set of samples in the form of columns with dimensions 100 × 20 × 20 mm 

was used. In a suitable dish, the specimens were put onto glass rods and the dish was filled with water up 

to the bottom edge of the columns. At the same time, the time measurement was initiated. The height of 

water raised in the specimen material was measured in three-minute intervals and the measurement was 

ended after 30 minutes. The values of measured height were used to determine the mean pore (capillary) 

radius (equation 4) and diffusion coefficient of water in the material of the samples according to relation 

(5) (Ptáček et al., 2012). 

2.3. Equations 
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2.4. Figures and tables 

AC-220-53 means sample prepared of aluminate cement (AC) and silicon carbide F220 (see Tab. 1) and 

AC content of 53 %. 

  

Fig. 1: Development of a) flexural and b) compressive strengths of samples. 

 

  

Fig. 2: a) Permeation measurement plot of sample AC-150-42 and b) incremental pore volume 

distribution of samples AC-220-53 and AC-150-42. 

 

  

Fig. 3: Surface of sample AC-150-42 – SEM: a) Magnification: X 100; b) Magnification: X 500. 

 

 

a) b) 

a) 

a) 

b) 

b) 

114



 

 5 

Tab. 1: Particle size of individual silicon carbide classes. 

SiC F40 F60 F100 F150 F220 

d [μm] 500 ~ 425 300 ~ 250 150 ~ 125 106 ~ 75 75 ~ 33 

3. Conclusions 

With the combination of SiC F220, particle-size distribution within 75 – 33 μm and a binder content of 

53 % (water-cement ratio = 0.40), an apparent porosity of 18.80 % and average pore diameter of 

0.0540 μm were attained. At the same time, the compressive and flexural strengths for this sample were 

99.43 MPa and 11.39 MPa, respectively (measured after 28 days). Based on these mechanical properties, 

the obvious utility for these materials is in filtration. Average pore diameter is decreased due to the high 

binder content, which had to be increased (compared to the other mixtures) to preserve the rheological 

properties of the blend. However, the incremental pore volume distribution (Fig. 2a) shows higher 

increments in the pore diameter range between 10 to 1 μm, so there is a higher amount of pores with 

diameters in this range, but the smaller pores generally prevail. 

The results of permeation measurement show permeability at a relatively high level. The highest value 

was 3.168·10
-7

 mol·m
-1

·s
-1

·Pa
-1

. The diffusion coefficient for the same sample was 0.034 cm
2
·s

-1
, which 

means good penetrability of fluid through the material and thus low resistance to fluid flow.  

The filtration barriers based on this material have the potential to replace sintered metal or ceramic 

membranes in certain applications, especially where the use of the sintered materials is too 

cost-prohibitive. 

Acknowledgement 

This work was supported by a project of the Heat Transfer and Fluid Flow Laboratory of Faculty of 

Mechanical Engineering BUT HEATEAM CZ.1.07/2.3.00/20.0188 and the Material Research Center of 

Faculty of Chemistry BUT CZ.1.05/2.1.00/01.0012. 

References 

Dong, Y. et al. (2009) Cost-effective tubular cordierite micro-filtration membranes processed by co-sintering. 

Journal of Alloys and Compounds. pp. 35-40. 

Guocheng, L. et al. (2012) Preparation and characterization of red mud sintered porous materials for water 

defluoridation. Applied clay Science. 

Hanykýř, V., Kutzendorfer, J. (2000) Ceramic technology, Hradec Králové: Vega s.r.o., (in Czech). 

Hlaváč, J. (1981) Fundamentals of silicates, Praha SNTL, (in Czech). 

Kudová, J. et al. (2004) Porous ceramic elements for filtration of gases and related applications. Chemické listy,  

pp. 29-32, (in Czech). 

Nandi, B.K., Uppaluri, R., Purkait, M.K. (2008) Preparation and characterization of low cost ceramic membranes 

for micro-filtration applications. Applied Clay Science, pp. 102-110. 

Ptáček, P. et al. (2012) Practicum of preparation and testing methods II. Brno: Brno University of Technology, 

Faculty of Chemistry (in Czech). 

Sarkar, S. et al. (2012) New clay-alumina porous capillary supports for filtration application. Journal of Membrane 

Science. pp. 130-136. 

Spiratos, N. et al. (2003) Superplasticizers for concrete: Fundamentals, technology, and practice. Ottawa, Ontario: 

Supplementary Cementing Materials for Sustainable Development, Inc. ©2003. 

115



 
20

th
 International Conference  

ENGINEERING MECHANICS 2014 

Svratka, Czech Republic, 12 – 15 May 2014 

SOME PROBLEMS WITH THE ESTIMATION OF PROJECTILE 

TRAJECTORY PERTURBATIONS  

V. Cech
*
, L. Jedlicka

**
, J. Jevicky

***
 

Abstract: The basis for the projectile trajectory analysis is the analysis of trajectories calculated for the 

standard conditions (Position, Material, and Weather). Trajectories calculated under the non-standard 

conditions are considered to be perturbed trajectories. The tools utilized for the analysis of perturbed 

trajectories are weighting factor functions (curves) – WFFs. The most important curves describe 

consequences of perturbation of meteorological conditions (WFF – wind, WFF – air density, WFF – virtual 

temperature, WFF – air pressure). The weighting factors (WFs) are calculated from the WFFs and obtained 

WFs are used for calculation of (meteorological) ballistic elements B (ballistic wind wB, density B, virtual 

temperature B, pressure pB). The tabular firing tables are prepared in such a way that the calculation of 

ballistic elementsB is required for the follow-up calculation. Ballistic elements B are presented in the 

ballistic meteorological messages. The basis for creation of STANAG 4061 in 1957 were chosen WFFs. The 

original materials are not available today and therefore the corresponding WFFs were reconstructed to 

create conditions for the accuracy analysis of procedures based on the use of STANAG 4061. The article 

shows results of reconstructions – corresponding WFFs. In detail the WFF-virtual temperature will be 

analyzed. 

Keywords:  Perturbation of the projectile trajectory, Weighting factor function (curve), Weighting 

factor, (meteorological) Ballistic elements, Firing Tables. 

1. Introduction 

The analysis of the procedure that was used for the reconstruction of the weighting factor functions 

(curves) – WFFs was presented in the article Cech et al. (2014). The analysis was limited to the type of 

met message: Surface-to-surface fire (K = 3). 

The use of Weighting Factors q() (particular magnitudes are presented in e.g. STANAG 4061) is based 

on linearization of the solution of projectile trajectories for non-standard trajectories that are close to 

standard ones. In practice the perturbation methods described in Molitz, H. and Strobel, R. (1963) can be 

used. The first step is always calculation of corresponding weighting (factor) function (WFF) r().The 

weighting factors q() are consequently derived from this function. The procedures of WFFs calculations 

gradually developed, see e.g. Curti (1945), Molitz and Strobel (1963).  In the end the procedure proposed 

by Garnier (1929) and modified by Bliss (1944) became the most widespread. The procedure for WFFs 

calculation used by authors of this article is another modification of Garnier – Bliss procedure,e.g. 

Kovalenko and Shevkunov (1975), Logvin and Aleksandrov (1977), Petrovic (2005, 2006). 

The reason for dealing with this issue is specific for the current time and countries that at the same time 

use the tabular firing tables in format defined in STANAG 4119 demanding the use of standard ballistic 

meteorological messages described in STANAG 4061 and also the tabular firing tables created in the 

former USSR and its satellites since the second half of the fifties of the last century.  Their use requires 

utilisation of the Reference Height of Trajectory – RHT from corresponding WFFs and standardized met 

message  
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Fig. 1: Reconstructed derivatives of Weighting factor functions – WFFs with respect to y or relative 

height sy – normalized form. 
 

Meteo-11 or Meteo-44. The key is study of possibility of mutual conversion WFFs, WFs and RHTs and 

creation of methodology for mutual evaluation of accuracy of both procedures. 

2. Weighting Factor Function 

The following definitions hold true, e.g. Kovalenko, V. V. and Shevkunov, V. I. (1975) 

     ∫   ( )    
 ( )     ∫   (  )    

 (  )     
 

 

  

 
, (1) 

     ∫   ( )    
 ( )     ∫   (  )    

 (  )     
 

 

  

 
, (2) 

where: 

sy = y/YS – relative magnitude of y coordinate, 

YS – vertex height of trajectory [m], 

Δ(y) = (y) - STD(y) - absolute deviation (index A) of met element  at height y, 

δ(y) = Δ(y)/STD(y) - relative deviation (index R) of met element  at height y, 

(y) – real or measured magnitude of met parameter  at height y, 

  
 ( )  

   
  

 – partial derivative of WFF rA(, y) with respect to y, 

  
 ( )  

   
  

 – partial derivative of WFF rR(, y) with respect to y. 

It is obvious that the ballistic elements ΔB and δB are calculated as weighted mean from the measured 

values (y). The conversion relation between WFF rA(, y) and rR(, y) is not presented here. It is rather 

common to show the graphs of WFF rA(, sy) and rR(, sy) – see Fig. 2. 
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Fig. 2: Reconstructed Weighting factor functions (curves) – WFFs and their derivatives with respect to 

relative heights sy – normalized form that is often used by number of authors. 

Results of calculations – reconstructed WFFs and their derivatives – are presented in Fig. 1 and 2. The 

STANAG 4061 divides the atmosphere into height layers n = 1, 2, …, 15. Upper limit of the n-th zone is 

y(n) = YS(n). The illustrative cases are chosen for layers n = 4, 6, 9, 12, 15 and their corresponding heights 

y(n) = 1500, 3000, 6000, 12000 and 18000 m. 

3. Weighting Factor Function of the Virtual Temperature 

The analysis of this issue concerning of WFF of the wind has already been done in Cech et al. (2014). 

The untypical course of WFF of the virtual temperature (WFF - temperature) and its derivatives for zones 

n = 10 - 15 (illustrative case is for n = 12 and 15) is apparent from Fig. 1 and Fig. 2. This phenomena is 

known from the twenties of the last century and is sometimes labeled as “norm-effect”. Roth and Sägner 

(1962) dealt with this issue in detail but simulation that has been carried out by authors imply that the 

issue is more complicated than these authors present. 

 

Fig. 3: Weighting factor functions – WFFs - temperature and their derivatives with respect to relative 

height sy – normalized form for YS = 12000 m, c43 = 0.43 m
2
/kg and 0 = 30°, 45°, 60° and 70° 

(v0 = 1668, 1040, 802 and 718 m/s). 

Fig. 3 shows WFFs and their derivatives for n = 12 and y(n) = 12000 m, ballistic coefficient 

c43 = 0.43 m
2
/kg, angles of departure 0 = 30°, 45°, 60° and 70° and corresponding initial velocities v0. It 

is apparent that shapes of WFFs strongly depend on the angle of departure 0. 
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Following comparison based on the WFFs - temperature curves presented in Fig. 1, Fig. 2 and Fig. 3 is 

conditional and follows from the general analogies valid for the projectile trajectories. Immediate 

comparison is not possible because WFFs in Fig. 1 and Fig. 2 respecting STANAG 4061 suppose 

complementary WFFs-density that is expressed by notation ( | ). Presented results of authors 

calculations suppose complementary met parameter air-pressure at the muzzle level p0, which is 

expressed by notation ( | p0). Deeper explanation can be find in Molitz and Strobel (1963) and also Cech 

et al. (2014). 

As it has already been presented for the WFF-wind, the STANAG 4061 shows only one WFF curve for 

the given height y(n) (“mean” WFF). It is apparently weighted mean of several WFFs curves. But used 

departure angles 0 and ballistic coefficient c43 of these WFFs are not known just as used weights. 

This “mean” WFF-temperature exceeds magnitude 1 and authors of STANAG 4061 simplified the 

problem by introducing the condition that for rR(, sy) > 1 the magnitude of rR(, sy) = 1. Unfortunatelly 

this simplification leads to distorted derivatives of WFFs courses with respect to y (compare Fig. 2 and 

Fig. 3). It follows from the relations (1) and (2) that the calculated relative deviation of ballistic virtual 

temperature δB will be significantly different from the correct or more accurate magnitude. 

4. Conclusions 

It follows from the analysis of reconstructed WFFs and follow-up calculations that the weighting factors 

(WFs) presented in STANAG 4061 are sufficiently accurate as “average magnitudes” determined from 

“average” WFFs only for very narrow domain of combinations of magnitudes of departure angles and 

ballistic coefficients, i.e. particular weapons and projectiles. For the other combinations the sufficient 

accuracy in determination of ballistic elements B is not guaranteed. The larges inaccuracies are caused 

by very simplified courses of “mean” WFFs-temperature for YS > 6000m. Further research will be 

focused especially on WFFs - temperature. 
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Abstract: This paper describes a method, designed for measurement of material characteristics of rubber 

like materials, using biaxial loading device. We present the experimental measurement and FEA simulation 

in Comsol Multiphysics of the response of rubber specimens from conveyor belt used for the transport of 

overburden in a coal mine. The results of numerical simulation are verified by experimental measurements. 

This work is part of a broader project that aims to increase service life of the conveyor belts.  

Keywords:  Rubber, Digital Image Correlation, Shear Modulus, Rubber material model, FEA. 

1. Introduction 

Rubber is a material capable of large deformation (100% at least) under relatively small load. Rubber, 

after load removal, quickly returns to almost its original state. Specimens of styrene-butadiene rubber, 

investigated in this work, were cut out of a covering layer of the conveyor belt. The material parameters 

of this covering layer are needed for the numerical simulation of the behaviour of the complete belt. 

Specimens were loaded in uniaxial and biaxial tension. Applied forces were measured by force sensors 

and large 2D displacements were measured by a non-contact, optical method - Digital Image Correlation -

using Dantec Dynamics device and 2D strains were evaluated by Istra4D. Mooney-Rivlin hyperelastic 

material model with two parameters was chosen. The parameters were calculated by optimization 

methods in Matlab. The shear modulus was computed from these parameters and FEA of loading states 

specified above was performed in Comsol Multiphysics.  

2. Experimental  

Measurements are performed at room temperature using both special biaxial testing machine and 

universal testing machine TIRA for uniaxial loading. Measured variables are deformation and force. 

Force is measured by load cells placed on machine's grippers. Deformation is measured using Dantec 

Dynamics Q-400 system with Istra 4D software. As a result deformation is plane only one camera was 

used so the whole measurement is simplified to 2D. It is acceptable due to relatively thin specimens. All 

specimens were cut off from the same cover layer of belt. Specimens for uniaxial measurements are thin 

strips 300 x 28 x 3 mm. Specimens for biaxial measurement had a cruciform shape of 140 x 140 x 7 mm, 

with the width of cross arms 60 mm. 

2.1. Uniaxial load 

Uniaxial measurements were performed on 5 specimens of the same dimensions. The determined stress- 

strain diagram is represented in Fig. 1. These data were used for shear modulus determination. Mooney- 
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Rivlin parameters were computed in Comsol Multiphysics by optimization method C01 = 1.72 MPa,  

C10 = 0.15 MPa and shear modulus G = 3.73 MPa.  

2.2. Biaxial load 

Biaxial measurements were performed on special biaxial testing machine which can be seen on Fig. 3. 

Specimens were received from covering layer of conveyor belt. Measured data can be seen on Fig. 2. 

Mooney-Rivlin parameters were computed in Matlab by chapter 2.2.1. So C1 = 0.49 MPa , C2 = 0.56 MPa 

and shear modulus G = 2.11 MPa.  

 

 

Fig. 1: Uniaxial tensile test. Full lines - measured data, points - FE simulation. 

 

 

Fig. 2: Biaxial test. Full lines - measured data, points - FE simulation. 

 

2.2.1. Shear Modulus 

Elastomers are described by hyperelastic materials e.g. Ogden, Mooney-Rivlin or Neo-Hookean 

(Petríková, 2008). Each hyperelastic material is expressed by the strain energy density function. To 

determine shear modulus we use Mooney-Rivlin hyperelastic material with two parameters due to 

achieved elongation, using more parameters would lead to better fitting at higher deformations. 

Expression for strain energy density function in terms of the stretch ratios for Mooney-Rivlin material is 

represented by equation (1) and (2)  

     (  
    

    
   )    (  

     
     

    ) (1) 

   
         (2) 
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where        are Mooney-Rivlin parameters,    are the stretch ratios and     are components of Green 

Langrange strain tensor. Equation (3) defines the relation between stress (4) and deformation. 

      
  

   
    (3) 

   = 
    

   
 (4) 

where    is measured load force and     is cross-sectional area of undeformed specimen. If according to 

(Holzapfel, 2000) the incompressibility of the rubber is assumed, then  

            (5)  

so    
 

    
  (6) 

So the first and second principal stresses are determined as equations (7, 8). 

       (  
  

 

  
   
 )     (   
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       (  
  

 

  
   
 )     (   

     
   
 ) (8)  

Parameters C1 and C2 are determined by solving overdetermined system of equations (7 and 8) in 

Matlab. Lamé parameter is determined by equation (9), whereas according to (Holzapfel, 2000) Lamé 

parameter is equal to shear modulus G.  

    (     )    (9)  

The shear modulus of uni-axially loaded sample can be computed from optimization module in Comsol 

with more accuracy (COMSOL). Computation performed in Comsol is based on equivalent expression 

for strain energy density of equation (1), and Mooney-Rivlin material model. The inputs were measured 

stress- strain data to perform the computation of shear modulus. Output of the process are computed 

Mooney- Rivlin parameters, the fitting is displayed in the Fig. 4.  

 

 

 

Fig. 3: Biaxial loading device. Fig. 4: Stress-strain diagram, -black experimental 

data, red - fitted curve.  

2.2.2. FEA 

Finite element analyses of both experiments were performed in Comsol Multiphysics. The comparison of 

measured and computed stress-strain fields is displayed in Figs. 5 and 6. Specific values from simulation 

can be found on Figs. 1 and 2. Simulations were performed in 2D with material parameters as computed 

in part 2.1. and 2.2., using Mooney-Rivlin material model. 
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3. Conclusions  

This article includes measured stress-strain diagrams for two different types of experiments and five 

measured samples from covering layer of conveyor belt, calculation of shear modulus, and FEA of 

various experiments with the validity of described methods. 

Material model used for uniaxial tension was Mooney-Rivlin. However, in the range of experimental 

deformation (under 100%) Neo-Hookean model with only one parameter could be sufficient to determine 

the shear modulus. On the contrary there was relatively higher deformation developed in the biaxial 

measurement, mainly due to stiffer clamping of the sample. This indicates a good fit of Mooney-Rivlin 

material model with two parameters. Homogeneous strain field is observed in the middle of the cruciform 

specimen designed for biaxial testing (Figs. 5 and 6). Similarly, first principal strain directions are the 

same both in FEA and measurement. The comparison of the values of stress calculated by FEA and 

determined by measurement showed a very small difference of 0.5 MPa. This indicates that methods used 

to determine shear modulus are valid for given material. The difference between computed shear modulus 

is given by measurement uncertainty, 2D simplification, numerical approximations and anisotropy that 

may arise in samples during the preparation. The work history of provided conveyor belt is unknown. 

Therefore computed values of shear modulus are valid just for this particular sample of conveyor belt and 

only to the amount of deformation achieved in experimental measurement with bi-axial or uni-axial 

tensile load. 
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Fig. 5: FEA, displays first principal stress and 

first principal strain and its directions. 
Fig. 6: Istra 4D image from deformation 

measurement, displays first principal strain. 
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Abstract: This paper is focused on the influence of the propeller blade lift spanwise distribution on whirl 

flutter stability. It gives the theoretical background of the whirl flutter phenomenon and the propeller blade 

forces solution. The problem is demonstrated on the example of a twin turboprop aircraft structure. The 

influences on the propeller aerodynamic derivatives and the influences on the whirl flutter speed and the 

whirl flutter margin respectively are evaluated. 

Keywords: Aeroelasticity, Flutter, Propeller blade force, Whirl flutter. 

1. Introduction 

Whirl flutter is the specific case of the flutter that includes additional dynamic and aerodynamic 

influences of propeller and engine rotating parts. Effect of a rotating mass increases the number of 

degrees of freedom and causes additional forces and moments. Moreover, rotating propeller causes a 

complicated flow field and interference effects between wing, nacelle and propeller. The essential fact is 

an unsymmetric distribution of forces on a transversely vibrating propeller. Whirl flutter may cause a 

propeller mounting unstable vibrations, even a failure of an engine, nacelle or whole wing. 

2. Theoretical Background  

The fundamental solution presented by Reed (1967) is derived for the system with 2 degrees of freedom 

as illustrated in Fig. 1. Engine system flexible mounting can be substituted by the system of two 

rotational springs (KΨ, KΘ). Propeller is considered as rigid, rotating with angular velocity Ω. System is 

exposed to the airflow of velocity V.  

Neglecting the propeller rotation and the aerodynamic forces, the two independent mode shapes will 

emerge with angular frequencies Ψ and Θ. Considering the propeller rotation, the gyroscopic effect 

makes two independent mode shapes merge to the whirl motion. The propeller axis shows an elliptical 

movement. The orientation is backward relative to the propeller rotation for the mode with lower 

frequency (backward whirl) and forward relative to 

the propeller rotation for the mode with higher 

frequency (forward whirl). The mode shapes of 

gyroscopic modes are complex, since independent 

yaw and pitch modes have a phase shift 90. 

Gyroscopic mode shapes cause harmonic changes of 

propeller blades angles of attack. They give rise to 

unsteady aerodynamic forces, which may under the 

specific conditions induce whirl flutter. Provided that 

the air velocity is lower than critical value 

(V < VFL), the system is stable and the motion is 

damped. If the airspeed exceeds the critical value 

(V > VFL), the system becomes unstable and motion 

is diverging. The state of the neutral stability 
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Fig. 1: Gyroscopic system with propeller. 
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(V = VFL) with no total 

damping is called critical 

flutter state and VFL is called 

critical flutter speed. 

Basic problem consists in the 

determination of the 

aerodynamic forces caused by 

the gyroscopic motion for the 

specific propeller blades. The 

kinematical scheme including 

gyroscopic effects according 

Reed and Bland (1961) is 

shown in Fig. 2. The 

independent generalized 

coordinates are three angles  

(φ, Θ, Ψ). We assume the 

propeller angular velocity constant (φ = Ω t), mass distribution symmetric around X-axis and mass 

moments of inertia JZ  JY. Considering small angles the equations of motion become:  
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Z
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 (1) 

We formulate the propeller aerodynamic forces by means of the aerodynamic derivatives as described 

later and make the simplification for the harmonic motion. Then the final whirl flutter matrix equation 

become: 
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The limit state emerges for the specific combination of parameters V and Ω, when the angular velocity ω 

is real. Whirl flutter appears at the gyroscopic rotational vibrations, the flutter frequency is the same as 

the frequency of the backward gyroscopic mode. The most critical state is KΘ = KΨ, it means ωΘ = ωΨ, 

when the interaction of both independent motions is maximal. 

The fundamental solution of the propeller aerodynamic forces was derived by Ribner (1945). Later on, 

the modified solution of Houbolt and Reed (1962) became available as well. The propeller aerodynamic 

forces are expressed as: 
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where is a dynamic pressure and R is a propeller diameter. The effective angles (Θ
*
; Ψ

*
) are basically 

expressed as the quasi-steady values ((     ( ̇  ⁄ ); (     ( ̇  ⁄ ) ) and the cij terms represent 

the aerodynamic derivatives. We neglect the aerodynamic inertia terms ( ̇   ̇ ;  ̇   ̇), make the 

simplification given by the symmetry (czΨ = cyΘ ; cmΨ = -cnΘ ; cmq = cnr ; czr = cyq ; czΘ = -cyΨ ; cnΨ = cmΘ ;  

cmr = -cnq ; cyr = -czq ) and we neglect the derivatives with low values (cmr = -cnq = 0 ; cyr = -czq = 0). As the 

result, we obtain 6 independent values of aerodynamic derivatives expressed by the propeller blade 

integrals that integrate the aerodynamic forces in the blade spanwise direction.  

 

Fig. 2: Kinematical scheme of the gyroscopic system. 
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The basic formulation was given by Houbolt and Reed (1962). It is limited to the 4-blade propeller and 

theoretical blade lift curve slope (a0 = 2). It includes only 3 integrals accounting for the in-phase 

aerodynamic effects. Extended formulation of the blade integrals is presented by Rodden and Rose 

(1989). It includes the aerodynamic lift lag effect by means of the Theodorsen function (F(kp)+jG(kp)), 

the Prandtl - Glauert correction to the compressibility and the correction factor accounting for the 

compressible flow blade aspect - ratio effect. Final correction is applied to account for the number of 

blades. Integration range is reduced to the thrusting part of the propeller. The propeller lift curve slope 

(a0) is treated as the effective (spanwise constant) value (a0 = a0eff). Contrary to Rodden's formulation, we 

use more precise approach, that treats the lift curve slope as the spanwise variable (a0 = a0 ()) accounting 

for the real propeller force distribution. In this case a0 moves under the integrand and the propeller blade 

integrals become: 
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where Ar is a blade aspect ratio, c is a blade local chord, kp is a blade local reduced frequency. A propeller 

advance ratio is defined as  = (V/R) and a blade dimensionless radius is defined as  = (r/R) where r 

is a blade local radius. M represent the forward flow Mach number. Aerodynamic derivatives are then 

expressed as: 
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 (5) 

3. Application Example  

The evaluation is performed on the structure of the EV-55M aircraft that is ordinary twin turboprop for 

9 - 13 passengers powered by PT6A-21 turboprop engines with Avia AV-844 propellers. Firstly, the 

evaluation of the aerodynamic derivatives is provided. The blade lift curve slope spanwise distribution as 

well as the geometry of the blade cannot be reproduced here. The effective value extracted by means of 

the RMS method of a0eff = 6.2478 is slightly lower comparing to the profile theoretical value of 2.  
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Fig. 3 shows the example of aerodynamic 

derivative dependence on the flow velocity 

considering both a0eff and a0 (). The derivative 

values considering a0 () are lower comparing 

to the ones using a0eff . This fact hold true also 

for the other ones which are not shown here. 

The final evaluation of the whirl flutter speed 

was performed using the NASTRAN program 

system supported by the in-house PROPFM 

software code. The effective stiffnesses of the 

engine mount in both vertical and lateral 

directions were reduced by 50% to reach the 

critical state within the reasonable velocity 

range wherever the standard analytical 

approach was employed. The results indicate 

the backward whirl flutter on the mode #2 that 

is the engine vertical vibrations mode. The 

flutter speed is VFL = 166.6 [m.s
-1

] considering 

the effective value of the lift curve slope, whereas the flutter speed become VFL = 182.0 [m.s
-1

] 

considering the real lift curve slope distribution. It represents the increase in the flutter speed by 9.2%. 

The flutter frequency was fFL = 5.8 [Hz], the difference between both cases was barely noticeable. 

Further explanation of the blade lift slope influence to the whirl flutter characteristics is provided in  

Fig. 4. It shows the stability margin defining the critical values of the structural parameters (e.g. vertical 

and lateral engine vibration mode 

frequencies) required to reach the neutral 

stability at the certain speed. Again, the real 

distribution of the lift curve slope gives the 

lower critical frequencies and thus higher 

reserve in terms of the whirl flutter stability 

with respect to the nominal state. The 

differences between both margins are 

ranging within (5.5 - 7.1)%. 

4. Conclusion 

Usage of the real propeller blade lift curve 

slope distribution increases the accuracy of 

results and raises the rate of reserve in terms 

of flutter stability. It causes decrease of the 

aerodynamic derivatives and, as the 

consequence, it increase the flutter speed 

and decrease the critical values of the 

structural parameters. Comparing to the 

usage of the effective value the derivatives 

may vary quite significantly.  
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Fig. 3: Aerodynamic derivative czΘ - blade lift slope: 

a0eff ; a0 (). 
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Fig. 4: Whirl flutter stability margins - blade lift  

slope: a0eff ; a0 (). 
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Abstract: The two-dimensional numerical model of motion of multiple circular particles in fluid flow based 

on the lattice Boltzmann method (LBM) is presented. The flow is driven by the power-law velocity profile at 

the inlet in a closed horizontal conduit. Motion of particles consists of free motion in the flow, particle-bed 

and particle-particle collisions. The simulation for both movements of particles and velocity field of the flow 

is developed. Stability issues of the simulation are considered and a resolution using the entropic LBM and 

extension of computational resources is proposed. Finally, an enhancement of the simulation for more 

complex processes is suggested. 

Keywords:  Motion of particles, Hydrodynamic forces, Lattice Boltzmann method, Entropic LBM. 

1. Introduction 

The motion of multiple particles in the flow in a closed horizontal conduit is examined. It consists of free 

motion in the flow, mutual collisions of particles and collisions with the bed. Simulation – based on the 

LBM – of both motion of particles and velocity field of the flow is developed. It is shown that the 

simulation produces results comparable to the outputs derivable from the explicit expressions for 

hydrodynamic forces. 

The mathematical model consists of equations for the fluid flow (e.g., Navier-Stokes), equations of 

motion for particles in the flow (Newton equations) and equations for velocities before and after (both 

particle-bed and particle-particle) collisions which can be derived from relations for impulse forces. 

Typically, the fluid flow and the particle motion are solved separately and coupled every time step. The 

fluid flow equations are usually solved by some of the CFD methods while the motion of particles can be 

treated for example by the discrete element method (DEM). 

In contrast, the methods based on the lattice Boltzmann equation (LBM) represent a numerical strategy 

which allows to solve particle-fluid systems within a unique frame (e.g., Yu & Fan, 2010). The LBM is a 

two decade old numerical approach originating from the lattice gas automata methods (LGCA) used for 

the simulation of complex fluid flows (e.g., Succi, 2001). The LBM represents a second order, efficient 

computational scheme due to its inherent locality and explicitness. Moreover, the possibility of 

straightforward parallelization yields another considerable advantage of the traditional numerical 

approaches to fluid flow problems.      

2. Mathematical Model 

The flow is driven by the power-law velocity profile at the inlet in a closed horizontal conduit with 

smooth boundaries. The flow field is described by the incompressible Navier-Stokes equations. The two-

dimensional conduit has boundaries of two types: open boundaries (inlet and outflow) and solid 

boundaries. Each type of boundaries is represented by a different boundary condition. 

The no-slip boundary condition – identification of the fluid velocity adjacent to the surface with the 

velocity of the surface – is supposed at the boundaries of the conduit u(xcon) = 0 as well as on the surface 

of the moving particles u(xpart) = v(xpart). At the outflow, the Neumann free flow – the so called “do 

                                                 
*  Ing. Jindřich Dolanský, PhD.: Institute of Hydrodynamics AS CR v. v. i., Pod Paťankou 30/5; 166 12, Prague 6; CZ, 

dolansky@ih.cas.cz 
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nothing” – boundary condition is imposed which corresponds to the normal gradients of the velocity set 

to zero (e.g., Heywood, 1996).  

The motion of a number (up to ten) of non-deformable particles in the flow is determined by actions of 

body and hydrodynamic forces. They are summed into the resultant net force 

       (    )    
  

 
         

   

  
   

  

 
(   
     

 )   (1) 

where the first term stands for the gravitational force Fg, the second term represents the drag force Fd, the 

third term represents the force due to added mass Fm and the last term corresponds to the lift force FL 

(Wiberg & Smith, 1985). The net force also develops a torque on the particles which determines their 

angular velocities ω. 

Both the particle-bed and particle-particle collision models are derived from impulse equations of the 

form m(v' – v) = J which use the impulse force J as the measure of change of momentum (the quote mark 

distinguishes velocities before and after collisions). It is supposed that collisions take place in a very short 

time and all external forces can be neglected. If rotation is taken into account the corresponding impulse 

equation for the angular velocities before and after the collision reads as I (ω’– ω) = r Jt where I stands 

for momentum of inertia. The above relations enable to derive expressions for new velocities after 

collisions for both the particle-bed and particle-particle collisions (Czernuszenko, 2009; Lukerchenko et 

al., 2006, 2009). 

3. D2Q9 Lattice Model 

The numerical model based on the LBM corresponding to the mathematical description above is designed 

for the set of nine discrete velocities ci on two-dimensional square lattice – such a lattice is denoted by 

D2Q9. In the LBM the fluid is composed of fictive particles which propagate along the lattice links and 

interact in nodes. The fictive particles are represented by particle distribution functions f (x, ci, t) which 

give probabilities of finding of a fictive particle in a node x with a certain discrete velocity ci in time t. 

The collision and propagation process follows from the lattice Boltzmann equation 

  (           )   (   )  
 

 
(  
  
   ) 

where the Bhatnagar-Gross-Krook (BGK) collision operator on the right-hand side is applied on particle 

distributions fi in nodes and expresses the tendency to local equilibriums fi
eq

 (Δt is lattice time step). The 

collision operator has to fulfill the first law of thermodynamics, i.e., conservation of mass and 

momentum. 

In the case of the BGK approximation the LBM is subject to numerical instabilities at the sub-grid scale 

caused dramatic fluctuations of distributions fi  in neighboring nodes (e.g., due to very low/high 

viscosity/Reynolds number). However, if the parameter τ (which expresses the rate of tendency to the 

local equilibrium fi
eq

) is replaced by the factor α/2τ where the parameter α represents a non-trivial root of 

equation H(f + α ( fi
eq

 – f )) = H(f ), and H is the Boltzmann H-function of the form H(f ) = Σ fi ln (fi / wi) 

and wi represents weights of respective discrete velocities ci (Karlin et al., 2002, 2006). The collision term 

is then modified as  α/2τ ( fi
eq

 – f) which results in unconditionally stability of the method – even for high 

Reynolds number cases – while still retaining its locality and efficiency. 

Boundary conditions mentioned above – for open boundaries of the inlet and the outflow, and the solid 

boundaries of the conduit – require the usage of different numerical schemes. Thus for the solid surface 

the so called bounce-back scheme is used fi (xcon, t + 1) = f–i(xcon, t + 1/2) which consists in simple 

inversion of distributions along the directions incident to the boundary nodes. In the case of the moving 

surface the term 2wi ρ (xpart, t) / cs
2
 (ci .v) corresponding to the exchange of momentum between fictive 

particles and the moving macroscopic particle is added to the inverted distributions. The specified 

velocity profile at the inlet is implemented by the Zou-He boundary scheme (Zou & He, 1996) which 

allows to impose velocity u(xin, t) or pressure p(xin, t) on the boundary. In this case, only the non-

equilibrium parts of distributions are bounced-back in the normal direction with respect to the boundary. 

In the LBM frame motion of macroscopic particles in the flow is the effect of interaction of fictive 

particles with the solid surface of the macroscopic objects. The action of the objects on the flow is 

modeled as a special – moving – case of bounce-back boundary conditions considered above. Motion of 
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macroscopic objects is caused by the momentum transfer Δp from the fictive particles to these objects. 

Time rate of this momentum transfer Δp /Δt defines the hydrodynamic forces by which the flow acts on 

the objects. The hydrodynamic forces are calculated as a sum over momentum contributions from all 

fictive particles incident to the boundary nodes of the objects 

        
  

  
 ∑ ∑     [   

 (       )    
 (       )

  
 (    (       ))]    (2) 

with Δt = 1 (Aidun et al., 1998). Another two contributions to the hydrodynamic forces must be 

mentioned which comes from nodes covered (the force Fcov is exerted on the particle) or uncovered (the 

force Fucov forms the negative impulse force increment.) by motion of a particle. Thus the hydrodynamic 

forces can be expressed as the sum Fnet – Fg = Fbn + Fcov + Fucov, compare with equation (1). To update the 

particle position x(t) and its velocity v(t) the left-hand side of the Newton equations has to be integrated 

every time step. For this purpose, the leap-frog algorithm is chosen as it is simple, possesses second order 

accuracy, is invariant under time reversal and has other favorable global properties (Allen & Tildeley, 

1987). 

4. Results 

Particle motions are simulated by means of two different techniques. First approach employs the LBM 

scheme as a fluid solver which is coupled to exactly evaluated hydrodynamic forces based on explicit 

relations (1). In the second approach the forces are evaluated within the LBM frame as sum of 

contributions from momentum transfers of fictive particles (2). The trajectories resulting from both 

techniques are compared to test robustness and applicability of the LBM approach for simulating motion 

of multiple particles. 

It is supposed that the process is performed in a horizontal conduit of the length L = 1 m and height L/20. 

The flow is driven by the power-law velocity profile with maximal value u(0, L/10) = 0.3 m.s
-1

 at the 

inlet. The radii of the moving particles are assumed to be in range r  (           ). The particles are 

released from different vertical positions of the conduit with zero translational and rotational initial 

velocity (vx0, vy0) = (0, 0) and ω = 0. The process is examined with the sand-like particle of density ρp = 

2.5  ρw. However, most of the input parameters are adjustable within a range of values, e.g., maximal 

inlet velocity, radii of the moving particles, density of both the fluid and the particle or viscosity. 

Segments of three particle trajectories x(t) with respect to the length and height of the conduit expressed 

in lattice space units are depicted in Fig. 1. The particles undergo both translational and rotational motion, 

collide with each other (collisions are illustrated by arrows connecting centers) and collide with the bed. 

Although the trajectories calculated in two ways (described above) are similar they also differ partially. 

This can be caused for example by presence of experimentally determined coefficients in exact 

expressions (1) or by insufficient refinement of the lattice grid. 

 

Fig. 1: Trajectories determined by forces: a) within the LBM frame or b) derived from exact expressions. 

The low kinematic viscosity of water results in high Reynolds number Re = uL/ν   10
5
 of the flow. The 

low value of the corresponding lattice viscosity ν* means that the relaxation parameter 

τ ≡ ν*/cs
2
 + ½ → ½, and therefore the LBE method becomes potentially unstable because of incapability 

to dissipate the energy due to very large velocity gradients. The instability issues can be eliminated in 

various ways. 

The entropic LBM represents a resolution of these issues due to its property of unconditional stability. 

However, calculation of the parameter α in each (potentially disruptive) node means solving the 
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mentioned non-linear equation. This equation is usually solved by combination of the bisection and 

Newton-Raphson method. To eliminate computational demands the parameter α is evaluated only in 

nodes exceeding a tolerance value for the deviation |(fi
eq 

– fi) / fi | < 10
-2

, i.e., in nodes with large 

deviations of the population fi from local equilibrium fi
eq

. Thus the entropic approach is applied at quite 

larger scale (than in Dolanský, 2013) because of better usage of mentioned parallel features of the LBM. 

Except the above considered entropic LBM better stability can be also achieved by refining the lattice 

grid. However, such a refinement also yields a significant grow in demands on computational resources. 

Due to the inherently parallel nature of the LBM it can be handled by employing the Parallel Computing 

Toolbox (MATLAB) and other transformations enabling usage of the CUDA GPU computing 

technology. 

5. Conclusions 

The LBM based two-dimensional simulation for movements of particles and velocity field of the flow in 

a closed horizontal conduit is described. The robustness of the method is tested by comparison of 

trajectories and hydrodynamic forces evaluated either within the LBM frame (2) or calculated from 

explicit expressions (1). It is shown that in both cases trajectories and forces are similar though there are 

differences which can be caused by various reasons and will be subject to other considerations. Stability 

issues of the simulation are considered and a resolution using an extended LBE model and enhancement 

of computational resources is proposed. The LBM is extended into the so called entropic LBM to 

guarantee the stability of the computation. The need for increase of computational resources results in 

employing the parallel features of the LBM. Thus, regarding stability and accuracy the LBM is shown to 

be suitable for ongoing development of the simulation.  It is planned to extend it to motion of cluster of 

interacting particles in the fluid to observe mutual influence of the flow and the cloud of particles. 
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Abstract: An approach to modelling of heterogeneous materials by means of Wang tilings is outlined in the 

paper. The presented tiling concept can be understood as an extension to the widely accepted Periodic Unit 

Cell (PUC) approach. Unlike in the case of PUC, the microstructural information is compressed within a set 

of Wang tiles instead of a single cell, which allows us to eliminate periodicity and efficiently control long 

range orientation orders of a microstructure reconstruction. In this contribution tile morphology design 

based on the automatic tile design is used. Further enhancement reducing the repetitiveness by 

microstructural patch is proposed. A sensitivity study of automatic design parameters is performed in order 

to preserve spatial features of original microstructure. 

Keywords:  Wang tilings, Microstructure compression and reconstruction, Automatic tile design, 

Patched tiles. 

1. Introduction 

Driven by the economic competition and worldwide trend in energy efficiency it is vital for 

manufacturers to produce high performance materials at low cost (both in sense of price and energy 

consumption). Composite materials are generally recognized way to meet these requirements. A capable 

model that links the properties of individual phases and their composition with the overall behaviour is 

thus desired, thereby allowing for an efficient virtual design of the materials. A widely accepted approach 

of microstructure representation is based on the concept of Periodic Unit Cell (PUC), in which the 

microstructure is substituted with a single cell assumed to be periodically extended in appropriate spatial 

directions. From this point of view, the presented concept of Wang tilings can be understood as a 

generalization since the microstructural information is, contrary to PUC, attributed to a set of smaller 

domains denominated as Wang tiles. The tilings allow to overcome the periodic nature of reconstructed 

microstructures bear upon the PUC concept. 

2. Wang Tilings 

The concept is named in honour of Hao Wang, who, in 1961, presented his tiling as a method to prove the 

validity of a certain type of mathematical statements by converting it into a corresponding set of Wang 

tiles and solving the task whether the set can tile an infinite plane or not (Wang, 1961; Wang, 1965). 

Wang’s fundamental premise that the infinite plane can be covered with tiling only periodically was 

disapproved by his student Robert Berger who discovered the first set allowing only for aperiodic planar 

tilings. This finding triggered a pursuit of the smallest aperiodic set (Grunbaum & Shephard, 1986). The 

smallest set discovered to date (as of 2014) contains 13 tiles and was presented by mathematician Karel 

Čulík (Culik II, 1996). These sets have been used e.g. in modelling of quasi-crystals (Aristoff & Radin, 

2011) or DNA self-assembly structures (Winfree et al., 1998). The appealing feature of Wang tilings of 

producing naturally looking less repetitive textures was first reported by Stam (Stam, 1997). This 

application inspired our current research that brings the tiling concept to Materials Engineering 

community (Novák et al., 2012). 
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The basic element of the concept is a square dominoe-like
1
 tile with codes assigned to its edges; in Fig. 1b 

represented with different colours. In general, the edges are usually referred to the corresponding cardinal 

directions as W-west, N-north, E-east and S-south. In a valid
2
 tiling all tiles are placed in such a manner 

that the adjacent tiles have the same codes on the congruent edges. 

For the purposes of the Materials Engineering (Novák et al., 2012) as well as Computer Graphics (Cohen 

et al., 2003) stochastic tile sets are preferred to their strictly aperiodic counterpart. Albeit not strictly 

aperiodic they give more freedom in choice of the number of codes and their spatial permutations around 

the tile perimeter. This particular feature together with the stochastic tiling algorithm (Cohen et al., 2003) 

make them correspond better to the intended use in modelling of materials with random microstructures. 

 

a) b) c) 

Fig. 1: Illustration of: a) Wang tile; b) Set of tiles W8/2-2; c) A step of stochastic tiling algorithm. 

Reconstructed microstructure of arbitrary dimensions can be assembled from the given tiles by making 

use of the stochastic tiling algorithm proposed by Cohen et al. (2003). A regular tiling grid is filled with 

tiles in column-by-column, row-by-row order. In each loop, a subset of tiles satisfying edge constrains 

given by the previously placed tiles is filtered out of the tile set and a tile from the subset is randomly 

chosen and placed. The procedure is illustrated in Fig. 1c. To preserve the stochastic nature of the tiling 

yields the condition that at least a pair of tiles of each admissible NW edge code combination is present in 

the tile set. 

3. Automatic Tile Design 

Morphology of each tile, in the sense of the amount of microstructural information contained, has to be 

designed so that the reconstructed representation corresponds with the target system. Moreover, 

continuity of the morphology across the corresponding edges has to be guaranteed. Employing the 

optimization methods as reported by Novák et al. (2012) is general, however can be cumbersome from 

the computational efficiency point of view. Therefore, the automatic procedure proposed by Cohen et al. 

(2003), such as it makes the direct use of samples of reference microstructure, is reported in this work.  

In brief, a number of samples is taken out from the given reference microstructure. Each sample 

corresponds to an edge code of the designed tile, which arises from the square cut-out of four partially 

overlapping samples positioned according to the desired edge code permutation, Fig. 2a. The diagonal cut 

through each sample ensures the compatibility of the microstructure morphology across the edges, 

assuming we store the remaining part for tiles involving opposite information. What remains is to fuse the 

samples in the overlap region without creating visible artefacts and errors in the morphology of the tile 

interior. For this purpose the Image Fusion algorithm (Efros & Freeman, 2001) modified to preserve 

inclusion shapes (Doškář, 2014) is used to locate a path along which the two samples are stitched 

together. In Fig. 2a, the path is highlighted in black. In order to split the microstructural information of 

the tile among edges and interiors, convenient from the viewpoint of spatial features of synthesized 

tilings, Novák et al. (2012), we further propose to stitch a patch to individual tiles as displayed in Fig. 2b.  

The performance of the automatic tile design is governed by many parameters, width of the overlap 

region, dimension of the samples to be fused, and number of edge codes to name a few. Therefore, the 

sensitivity of results to those parameters was analysed for four reference microstructures, artificial and 

                                                 
1 Alternatively called tetraminoe. 
2 Only valid tilings are assumed in the paper further on. 
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real. The proximity of reference and reconstructed media was quantified by means of spatial statistics. 

Namely, the volume fraction of phases, two-point probability and two-point cluster functions were 

calculated and compared. 

 

a) b) 

Fig. 2: Illustration of: a) Automatic tile design; b) Patch enhancement. 

Based on this, the optimal width of the overlap region seems to be five to six times the mean the 

characteristic dimension of inclusions. Conversely, there seem not to exist a general rule for the number 

and dimension of the cut-outs; the same performance can be achieved either with smaller set of larger 

tiles or vice versa. The choice depends on a particular material composition or available computational 

resources. Therefore a similar analysis should be an integral part whenever a microstructure compression 

by making use of the tiling concept is planned.  

   

a) b) c) 

Fig. 3: Hard-disk monodispersion: a) Reference specimen; b) Reconstruction in 3x3 tiling; 

c)°Comparison of predicted and actual values of local extremes  ̂ . 

4. Quantification of Long Range Orientation Orders 

As was mentioned, the main goal of this contribution lies in efficient microstructure representation along 

with the reduction of the repetitive nature of the reconstruction. The parasitic Long Range Orientation 

Orders (LRO) induced, were quantified by means of local extremes  ̂  in the two-point probability 

function      . In the case of reconstructions based on PUC these take place at a distance of the PUC 

dimension and are of the same magnitude as at the origin, i.e.  ̂ 
         . If the tiling concept is 

applied the local extremes are reduced within the bounds due to Novák et al. (2012):  

  ̂ 
  

  

  
[          ]      {

  

  
 [     

      ]} (1) 

The reduction is governed by number of tiles   , number of distinct edge codes   
  in the set and the 

portion of unique information attributed either to the tile interior or to the tile edges, described with    

and   , respectively, such that it holds        . Since there is the entire microstructural 
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information attributed to edges when using the original automatic tile design, i.e.     , the magnitude 

of LRO depends solely on the number of edge codes. As the minimal stochastic set contains at least 

      
   

  tiles, adding edge codes leads to quadratic growth in number of tiles. Therefore the patched 

variant of the automatic tile design, presented in the previous section, seems the remedy as it allows for a 

significant reduction of LRO while keeping the number of tiles at feasible figures. On the other hand, 

patching requires additional inputs which raise demands on the quantity of reference microstructure 

samples. In Fig. 3 the comparison of the prediction given by Eq. (1) with the actual values of local 

extremes due to parasitic LRO is shown, namely for hard-disks monodispersion microstructure.  

5. Conclusions 

This contribution proposes a blend of techniques known in Discrete Mathematics (tiling), Computer 

Graphics (automatic tile design) and spatial statistics (sensitivity analysis) in order to build an efficient 

tool for microstructure compression and reconstruction. As shown in Fig. 3 employing the tiling concept 

significantly reduces the repetitive nature of the representation, especially when the patched tiles are used. 

Moreover, the automatic tile design is a faster alternative to optimization methods, time necessary to 

produce a tile set is of order of minutes. Note, that the automated processes can be also utilized to produce 

a Statistically Equivalent Periodic Unit Cell, the simplest Wang tile set W1/1-1. Despite the fact, that 

some guidance on design inputs is provided in the Section 3, to perform an analysis similar to the 

presented one is recommended whenever a microstructure is to be compressed via Wang tilings. 

Besides the effective LRO control, the tiling concept proved to be a suitable way to model materials of 

which the Representative Volume Element dimensions are enormous, e.g. foams with high porosity, and 

cannot be effectively described by a single PUC (Doškář, 2014). Moreover, the potential of the tiling is 

further seen in evaluating the microstructure-informed enrichment functions for the Generalized Finite 

Element Methods (Novák et al., 2013). 
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Abstract: The paper presents the stress-strain analysis of a bearing axle box of a subway wagon. 

Simulations were performed on a digital model using FEM for medium loads. Calculations were performed 

for the geometry of the roller with the standard outline. 

Keywords:  Cylindrical roller bearings, FEA simulation, Contact stresses. 

1. Introduction 

The analysis concerns the subway wagon axle box roller bearings (Fig. 1). Bearing parameters: load  

Cr = 84500 daN, static load Cor = 130200 daN, axial clearance 0.6 to 1.1 mm, radial clearance 0.125 ÷ 

0.165 mm, the type of grease: Liten LT-4S3, bearing life L10 = 600000 km. Load to the axle 

box:[passengers], maximum 67.5 kN, speed: maximum 90 km/h, average 45 km/h. 

Raceway of main rings is straightforward. A profile of roller (convex) is described with function: 

 P(xk )= 0.00035⋅ Dwe⋅ ln[ 1

1− (2⋅ xk / Lwe)
2 ] (1) 

where: Dwe- roller diameter,     Lwe – length of the roller 

Permissible stresses contact:  dynamic:  2800 ÷ 3000 MPa,    static: 4000 MPa. 

 

Fig. 1: Longitudinal section of the axle box. 

2. Term of Substitute Loads 

Tab. 1: The term of transverse substitute load. 

Te - operation time of train % Train weight P [kN] 

9.5 540 

23.8 340 

66.7 440 
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Transverse substitute load [for average weight of wagon], is: Psr = 432.4 kN. 

Radial substitute load of bearings set is: Ppz = 54 kN. There are eight sets of bearings for four axles per 

wagon. Longitudinal substitute load for centrifugal force on the curve Psw = 8.918 kN. Longitudinal 

substitute load of bearings set Pwz = 2.23 kN. 

Simulations of stresses and strains in the developed FEM model of the axle box (Rakowski et al., 1993) 

were performed for these loads. Simulations considered neither overloading nor overheating. 

3. Digital Model of Bearing Node 

The digital model of axle box is shown on Fig. 2. Fig. 4 shows a global model with FEM mesh. The mesh 

contains 455827 nodes, and 454359 elements. The mesh is of hexagonal type. The boundary conditions 

and substitute loads are highlighted on Figure 4. Schematic transfer longitudinal forces of reaction or 

body shaft reactions [change the direction of the force] are shown on the Fig. 3. 

 

Fig. 2: 3D digital model of axle box. 

 

Fig. 3: Transfer of longitudinal force in axle box. 

                  

Fig. 4: 3D model with FEM mesh, loads and boundary conditions. 
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4. Simulation of Stresses and Strains on the Global Model 

The simulation of stress and deformation of bearing was conducted for average substitute loads of the 

roller bearing set described in Chapter 2 and shown in Fig. 4. 

 

Fig. 5: Huber Mises equivalent stresses. 

The maximum equivalent stresses, which occurred in the central zone of the roller contact with the track, 

were 580 MPa (Fig. 5). 

The global 3D mesh model is too thin to provide more accurate results. It is, however, useful for 

preliminary estimation of stress distribution. It allows the area of the largest loads to be specified.  

Thus it was necessary to build a submodel with enhanced mesh for better micro-geometry mapping in 

contact zone. 

5. Submodel  

The 3D Submodel (Fig. 7) was developed for micro-geometry mapping of maximum load zone of a 

standard roller outline (Rakowski et al., 1993), (Fig. 6). 

 

Fig. 6: Roller outline. 

The number of nodes in submodel: 218954; the number of elements: 215363; hexagonal mesh 

(Hexahedra). 

Submodel load conditions were determined based on results of simulation basis for the global model of 

maximum stress zone (Fig. 7). 

             

Fig. 7: Submodel with the distribution of forces in the zone of maximum load. 
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6. Simulation of Stress on the Developed Submodel 

The simulation results of stress in submodel for the state of maximum load (Fig. 7) are shown in  

Figs. 8 and 9. The stresses in the rolling element contact with the inner race (Fig. 9) were calculated for 

the standard outline of the roller. 

        
Fig. 8: Substitute loads [MPa] (left); Compressive stresses [MPa] (right). 

 
Fig. 9: The contact stresses - the inner ring raceway. 

The resulting values of maximum substitute stress in the inner ring raceway do not exceed 400 MPa and 

compressive stress does not exceed 700 MPa. The amplitude of the maximum shear stress is  

180 MPa. This is well below allowable contact stress values. It should be noted that these values are 

calculated for the average operating load condition. For states with maximum traction, load is expected to 

be higher. With the required time of operating L10=600000 km, with proper installation and lubrication of 

bearings, durability of the axle box will be absolutely sufficient. 

7. Conclusions 

The developed digital model and the simulations on the FEM model of the axle box made possible the 

state of stress estimation of bearings for medium duty operation. In order to more accurately map the 

geometry, the submodel of the most loaded contact zone was developed. The area of maximum stress was 

determined as a result of global FEM model simulations. Stress distribution along a roller is uniform in 

both raceways which is beneficial to strength. 

The result obtained is beneficial operationally in the specified load conditions. In the case of operating a 

wagon with a maximum number of passengers, the substitute load would increase by about 23%. The 

maximum stress increases, respectively, however, are still far below the limit values. The basis for the 

calculations were average loads. This article did not focus on thermal loads. Temperature differences in 

the axle box retain minimal radial clearance.  
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Abstract:  This paper presents a research tool allowing to determine the state of the load in the drive system 

of electric locomotives. This tool was used to compare dynamic interactions in the drive system of locomotive 

EU07, where as a result of the modernization of the existing DC motors were replaced with AC induction 

motors. Developed models of combined engine were coupled to a rail vehicle model developed in the class of 

multibody sytem dynamics. Load the system comes from the moments generated by the electric motors and 

the forces generated at the interface between the wheels with guide rail. Developed mathematical models 

were implemented in Matlab / Simulink. Numerical simulations allow to determine the load of drive system 

for various vehicle dynamic states (startup, steady-state operation) depending on the locomotive load. 

Keywords:   Rail vehicle, Electromechanical drive system, Vector control system. 

1. Introduction 

Since the beginning of the use of electric traction, DC motors are used to the drive rail vehicles. The main 

advantage of these drives is the control with ease in a wide speed range with high electromagnetic torque 

and the major disadvantage of these engines is to have a mechanical commutator and brushes, which is 

the cause reducing their durability and increases the need for regular maintenance and repairs. Lack of 

funds for the purchase of new rolling stock compels carriers to renovation and maintenance old ones. 

Modernization also concerns the drive system an example of it becomes installation of asynchronous 

motors in place of the DC motors in order to improve the operational performance, such as reducing 

failure and extending life. Replacement old one booting system based on resistance with new booting 

system based on frequency can yield significant energy savings. Determination of the actual state of 

charge the drive system on the basis of numerical simulations can be useful in planning modernizing the 

of the drive unit. This makes it necessary to construction of models which reflect the operation of a 

vehicle similar to the real ones. It was therefore necessary to use the at modernization with new 

approaches to the use of techniques and software tools that allow the use of modeling and simulation 

techniques, with a view to adjusting the drive model and vehicle model to the existing conditions at the 

operation.  

2.  Modelling the Electromechanical System of an Electric Locomotive  

The electromagnetic and mechanical systems of the electric rail vehicle powertrain couple mutually 

through electromagnetic torque (Me) and angular rotor velocity (). Because of the rail vehicle system, 

an analysis of dynamics in railway vehicles and the driving system coupled with it must take into account 

the analysis of electromagnetic and mechanical systems. 

Taking into account the unique character of the solution for the electric locomotive driving system (type 

of its electric motor, number of motors and the configuration of their connections), further down the paper 

presents an electromagnetic model of the locomotive chosen for further analysis. For this purpose electric 

locomotive type EU07 has been chosen. Drive systems of the presented locomotives are DC motors, 
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which as a result of modernization have been replaced by AC induction motors. Location of individual 

motors in carriers were shown in Fig. 1. 

 

 

 

Fig. 1: Model of electromechanical system, structure of a driving system. 

3.  Development of Models of Electric Drives 

In an operating cycle, the traction motors of the EU07 locomotive operate in two configurations. During 

the start-up phase, four motors are connected in series and, subsequently, to increase the voltage, switched 

over into a parallel circuit of two motors per branch. Equations describing the currents in electrical 

circuits, electromagnetic torque generated by the individual motors are further presented in (Duda, 2007). 

As a result of the modernization drive systems EU07 locomotive used AC motors (locomotive EP07) in 

the modified current commutator motor housing. Proposed drive system of locomotives consists of 

following components: induction squirrel cage motor, mechanical system of wheels (with torque 

transmission chain) and inverter with control circuit. The internal couplings occurred in such a system are 

presented in Fig. 2. 

 

 
 

Fig. 2: Mutual coupling in drive system of locomotive with induction motor. 

The electromagnetic circuit of induction machine is coupled with mechanical system by electromagnetic 

torque, angular displacement (of the rotor) and angular speed (Mezyk et al., 2007). Considering in 

mathematical model of drive system additional coupling, represented by angular displacement, gives 

more flexible chance to mathematical modeling of induction machine. It allows for taken into 

consideration mathematical models of induction machine which allows for electromagnetic reluctance or 

electromagnetic parasitic torque influence investigation on drive system properties. It is assumed that 

induction machine is fed from converter with vector control algorithms - so-called rotor field oriented 

control (RFOC). Practical realization of RFOC control system results in following couplings between 

induction motor, mechanical system and converter: as a input signal to converter are necessary stator 

currents, rotor flux and rotor flux angle (rotor flux vector may also be estimated based on stator voltage, 

currents and speed), and angular speed of the rotor.  

Currently a complex study of the mechanical system – the rail – rail vehicle can be provided by numerical 

simulations, by using a computer as a tool. The numerical simulations of rail vehicles require 

implementing a mathematical model of the vehicle in a computer program that would describe it with a 

reasonable precision. Using the methods based on multibody system dynamics makes a very convenient 

approach for developing such models (Shabana et al., 2008). Model of the drive system together with the 

model of railway vehicle was developed using environment Matlab / Simmechanics in multibody 

convention (Duda, 2013).  
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Fig. 3: CAD model of the driving system, visualization of multibody model of the driving system  

in Matlab/Simmechanics. 

4.  Numerical Simulation of a Rail Vehicle Travel and Dynamic Interactions in Drive System 

Kinematic Pairs 

Studying the dynamics of electric rail vehicles requires creating three intercoupled models: a vehicle 

model including drive system models, a rail model, and a model for the wheel – rail interface. At the first 

stage of rail vehicle modeling process, during its travel on the railway track the subsystem models are 

built separately. Then, the models are interconnected to make a complete system. This method was 

implemented in proprietary software created in the Matlab environment. 

The calculation algorithm used to analyze the rail vehicle travel on any railway track is presented in the 

form of a schematic diagram in Fig. 4. 

 

Fig. 4: Calculation algorithm used to analyze the rail vehicle travel dynamics on any railway track. 

The presented algorithm (Fig. 4) used to develop the computer program for analyzing the rail vehicle 

travel dynamics on any railway track was developed based on literature (Lankarani et al., 1990), (Pombo 

et al., 2003) and (Polach, 1999). 

The tool for simulating the travel of rail vehicles has been used to test various cases, showing the 

potential of the presented method in a variety of situations. These cases included the analysis of EU07 rail 

vehicle dynamics (before – DC motors and after modernization – asynchronous motors) during its travel 

on a straight railway track at various conditions.  

In Fig. 5 the torques of DC motor and AC motor during start of locomotive are presented.  
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Fig. 5: Sawtooth like curve (red curve) - DC motor torque,  

square like curve (blue one) - AC motor torque. 

5.  Final Conclusions 

Each mechanism has its operating life. Therefore, for economic reasons it is important to properly 

determine the dates of overhauls or just for routine periodic inspections. It can be obtained by having a 

thorough knowledge of dynamic phenomena occurring in the system under analysis, by applying 

numerical simulations performed on the adequate vehicle model. One of the most susceptible to wear and 

tear and important part of a rail vehicle is its drive system. 

Using the methods of numerical modeling and simulation to provide dynamic analyses in the kinematic 

pairs of electric rail vehicle makes it possible to identify the state of loads for system components under 

different operating conditions and it can constitute a basis for forming vehicle traction characteristics 

effectively. Such studies can be successfully used both to modify the existing objects and to assist the 

design-construction process for the prototypes of new vehicles. 

The developed models allow for the testing of dynamic phenomena occurring in power transmission 

systems, especially in transient states such as start-up or the change of loading conditions. The models 

serve the determination of optimal traction parameters for locomotives by e.g. the selection of the gear 

ratio of the power transmission system gear. 
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Abstract: This work contains the results of simulation and experimental studies on crane control system with 

tracking movement system intended to support the rehabilitation process. This paper presents the kinematics 

and the basic elements of the drive system in one of the axes of the possible movement of the device. Based on 

this information the numerical model and the control algorithm of the system created in Matlab 

SimMechanics has been developed. The simulation results, based on the chosen optimal control mode 

settings, were compared with the results obtained during the test bench. 

Keywords:  Numerical model, Mechatronics, Crane, Drive system. 

1. Introduction 

One of the conditions for the effective training of both sports and during rehabilitation, is a large 

repeatability of exercises. Therefore, in recent years the development of mechatronic devices supporting 

the process of rehabilitation are increasing. An example is the LOKOMAT Hocoma Company which 

enables simulation of the movement of the lower limbs or Zero-G device developed by Aretech. It allows 

the realization of different exercises in relieving (Hornby et al., 2005), (Hidler et al., 2011). 

As part of the research work carried out at the Department of Theoretical and Applied Mechanics, in 

Silesian University of Technology was developed mechatronic device in the form of a crane, supporting 

the process of rehabilitation of patients learning to walk again. The idea of this device is shown in Fig. 1. 

This device provides the opportunity to work in various modes, and one of them is tracking movement 

after the moving load. Patient hanging system with adjustable length of rope is located on a gantry cart 

(indicated by symbol A), which can perform a translational motion in the horizontal plane (along 

directions OX and OY axes). The trolley moves along the OX-axis with entire crossmember, where drive 

system of OY-axis is mounted. The crane is driven in a horizontal plane, a motor controller for closed-

loop operation responds to feedback with multi-axis sensor for measuring the deviation angles of the rope 

with added sling. The control system is based on a real-time controller in the steering of drive motors. 

Develop the best possible control algorithm to ensure optimal operation of the system according to the 

purpose of rehabilitation, safety and patient comfort (Ławniczek & Duda, 2013), (Gembalczyk & Duda, 

2013). 

a)      b)  

Fig. 1: a) Scheme of mechatronic devices to support walk reeducation;  

b) System for measuring deviations angles of rope. 
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2. The Structure of the Drive System 

In order to demonstrate the correlation between the components of the mechatronic system that is 

proposed device for walk reeducation, was created a block diagram contains the most important elements. 

Developed diagram was shown in Fig. 2, is suitable for both drive axles. 

 

Fig. 2: Block diagram of the mechatronic control system on the laboratory stance. 

Steering this mechanism is done using control algorithms developed in Matlab. The CPU where the real-

time operating system is installed, using the digital signals (0-10 V), cooperate with real-time card. Real-

time card communicates with the system executive. This system used two real-time cards RT-DAC4/PCI. 

Next elements included in this device is a servo amplifiers and cooperating with them BLDC servo 

motors equipped with a digital incremental encoders. 

The numerical model of the electromechanical drive system was created using the software 

Matlab/SimMechanics. The mathematical model of BLDC motor (Brush Less Direct-Current Motor) was 

adopted in the form of simplified equations of motion (Glinka, 2002), (Ławniczek & Duda, 2013), 

(Świtoński et al., 2004). 

Parameters of the motor model were estimated based on experimental studies. Mechanical part of this 

model was created in the convention of multibody system dynamics. 

3. PID Control System 

In the proposed tracking mode was used PID controller which on the basis of an error signal selects an 

appropriate value of the control signal of the drive motor speed. The error signal is equal to the deviation 

the crane rope from the vertical direction (set value of the inclination angle rope is equal to zero). This 

angle depends on the coordinates of gantry cart and the position of the patient. The idea of motion control 

algorithm follower mode of operation is shown in Fig. 3. 

 

Fig. 3: Block diagram of the control system. 
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4. Tuning the Parameters of PID Controller 

In order to analyse the control system at different values of PID controller gains in Matlab/Simulink was 

developed a numerical model of the tested device. Initially a displacement movement of the patient was 

modelled with a constant speed. During the initial selection of the control parameters, was noted that at 

too high value of proportional gain P indicated that gantry cart was ahead of the moving person. This 

leads to a situation in which hanging system starts to perform a reciprocating movement along the OX-

axis with increasing speed. This situation is shown in the graphs below, which show the movement of the 

hanging mechanism and the patient (Fig. 4). The second graph (Fig. 5) shows changing the control signal 

values of the rotational speed of the drive engine. 

 

Fig. 4: Patient and trolley crane displacement 

as a function of time. 

Fig. 5: A graph of speed control signal of the 

drive motor. 

The same phenomenon was observed on a real object. Due to the patient safety and fear of mechanical 

damage of the device itself, tests of such settings were interrupted in the initial phase. An additional 

element of potentiating the action of gantry was distortion of signals from the measuring system of the 

deviation angles of rope – which was the feedback control signal. 

Gantry movement discussed above causes both dangerous (can lead to the fall) and uncomfortable 

conditions for rehabilitation. When tuning the optimal values of PID controller gains was minimized both 

the angle of the rope and change the speed of the gantry cart while in motion (1). This was to ensure the 

smooth work as much as possible the vertical position of the rope (in this position hanging system has 

least impact on natural human movement). 

  ( )     ( ̈)        (1) 

  ( ̈)  ∫ |
   

   
|

 

   
 (2) 

T – the final simulation time; F(φ) – the function of deviation angles of rope in time; F( ̈) – the function 

that describes the change of the linear velocity of gantry cart in direction OX-axis; a, b – parameters 

defining the impact in functions of deflection angle of and changes the linear velocity gantry cart to 

minimize the objective function. 

The parameters a and b are selected such that both functions (deflection angle of the rope and gantry cart 

speed changes) had a comparable effect on the objective function. For such formulated problem, 

assuming the patient's motion with a constant speed, the optimization process is carried out to tune the 

PID parameters using gradient method. The obtained values (P = 300, I = 0, D = 10) was implemented in 

the control system in real object. Obtained characteristics were different from received during the 

simulation, which was a result of the fact that man was not move with uniform motion. After taking into 

account the numerical model the patient's movement as recorded during the test, then re-attempt to the 

tuning of the optimal PID parameters. Results did not differ significantly from the previous ones. The 

results of numerical and experimental studies were similar nature. The graphs below show a comparison 

of the deviation angles of rope obtained during the simulation and the experiment (Fig. 6). In Fig. 7 

shows the displacement of the patient and the gantry cart recorded during the tests on the real object. 
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Fig. 6: Changing the angle of inclination rope in crane as a function of time. 

 

Fig. 7: Registered patient and the crane hanging system displacement as a function of time. 

5. Conclusions 

The developed control algorithm allows for the implementation of keep-up mode of rehabilitation crane 

movement after moving patient. It was designed for movement in the direction of one axis of the device, 

however, can easily be implemented in a second direction of action. The developed control system 

provides a small inclination angles of rope (less than 3 degrees), thus the force transmitted by the rope 

will act mainly on the vertical direction. Properly selected controller settings exclude the possibility of the 

patient's overtake by gantry cart, causing loss of balance and introduces entire structure to vibrate with a 

large amplitude. 

The above conclusions show that the developed control algorithm provides the basic requirements 

for devices used in rehabilitation process. 

The proposed numerical model, despite its simplifications (omitted drag force on the guides and 

simplifies motor control), shows a satisfactory convergence of the results obtained during the test bench. 
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Abstract: The paper deals with nonlinear vibration of a beam excited by harmonic movement of frame which 

the beam is fixed in. Except for supports of the ends of the beam, another supports along axis of the beam are 

considered. In these supports, there are clearances which cause nonlinear vibration of the system. A 

mathematical model of the beam is obtained using finite element method and decomposition of such a system 

is used to obtain a model including kinematical excitation. As an application, nonlinear vibration of a guide 

thimble in spacer grid of nuclear fuel assembly is shown. To get solution, numerical integration in time 

domain is used and quality of vibration is shown using orbits and phase trajectories of representative 

dynamical quantities. 

Keywords:  Nonlinear vibration, Kinematical excitation, Clearance, Beam. 

1. Introduction 

In many engineering applications, non-linear vibration of beam type components appears. The non-

linearity given by beam supports with clearances may cause that the vibro-impact motion occurs.  This 

topic is very actual and it is widely studied with respect to structure reliability, see (Chena et al., 2014). 

Particularly, nuclear fuel assemblies consist of a large number of beam type components. The aim of this 

paper is to describe vibration of such a system in general and to define the admissible states of the beam 

motion. Let us suppose the fuel assembly components are fixed in the support plates and are 

kinematically excited. In the fuel assembly, there are rods (fuel rods and guide thimbles) which are fit into 

spacer grids of load-bearing skeleton (frame) with a clearance. Therefore, impacts occur between beam 

and the frame in levels of spacer grids which generate large impact forces during vibration which can lead 

to material stress increase and to degradation of surface of rods. 

2. Mathematical Model of Kinematically Excited Beam on Elastic Supports with Clearances 

A radial symmetric flexible fixed-ended beam is considered (see Fig. 1). One end of the beam is fixed in a 

rigid frame which moves harmonically with frequency   and the second end moves harmonically as well 

with the same frequency   but generally with different amplitude and with phase shift  . Along axis of 

the shaft, there are   elastic supports with stiffnesses          , and there is a radial clearance   

between the beam and a ring of support.  

To get mathematical model of the beam, finite element method (FEM) is used. The beam is supposed to 

be one dimensional continuum satisfying Euler-Bernoulli theory – it is radially uncompressible and there 

is no deplanation of a cross section in deformed position, see (Byrtus et al., 2010). One finite element has 

two nodes and in every one node, there are six degrees of freedom; displacement in axial direction  , 

lateral displacements     in sense of axes    , respectively, torsional rotation angle  , and flexure 

rotation angles      The beam can then be divided to     elements with   nodes and it is chosen in the 
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way that there is a node in each nonlinear support. The vector of generalized coordinates of whole system 

     can be written in the form 

      [                     ]              (1) 

 

 

Fig. 1: System of kinematically excited rigid frame with flexible beam on elastic supports with clearances. 

First, conservative mathematical model of the system will be derived and subsequently it will be extended 

to full nonlinear model. Conservative model can be derived in the following form 

   ̈             (2) 

where              are mass matrix and stiffness matrix of the beam, respectively. To include 

kinematic excitation, the vector of generalized coordinates of the system in vertical position can be 

divided into three subvectors             where index   corresponds to lower kinematically excited 

node (fixed to the frame), index   corresponds to all free nodes and index   corresponds to generalized 

coordinates of upper kinematically excited node (fixed to the frame). System can be then written in 

decomposed form 

 [

       

          

       

] [

 ̈    
 ̈    
 ̈    

]  [

       

          

       

] [

     
     
     

]     (3) 

After rewriting second row of (3), mathematical model is 

     ̈                   ̈          ̈                          (4) 

Now, the model (4) can be extended considering damping and nonlinear forces generated in supports with 

clearances. Damping is supposed to be proportional, so             where         can be 

determined from estimation of damping ratio of first two eigenmodes. After inclusion of damping matrix 

and using vector of nonlinear forces       , the model (4) can be completed in the form 

   ̈        ̇                   ̈          ̈                                 
                (5) 

The vector        depends on generalized coordinates of free nodes and it is given as a sum of vectors of 

nonlinear forces in all supports 

          ∑   
   

             (6) 

Vector   
        includes only lateral forces generated in  -th support and it can be written in a form 

     
        [     

   
    

   
  ]

 
  (7) 

where forces    
   

 and    
   

 are placed in positions corresponding to transversal displacement of supported 

node „ “ in direction    , respectively. These forces are given in the form 

      
   

    (     ) (     )  (8) 

      
   

    (     ) (     )  (9) 
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where         are contact stiffnesses in direction     in  -th support,           are relative displacements 

of center of the beam with respect to the frame in direction     in  -th node and      is Heaviside 

function. 

3. Application to Vibration of Guide Thimble of Fuel Assembly of a Nuclear Reactor 

The application part of the paper is aimed at vibration of fuel assembly TVSAT of the nuclear WWER 

1000 type reactor which is in detail described in Sýkora (2009). Mathematical model of the reactor is 

built up in Hlaváč & Zeman (2013). The above theory was applied to nonlinear vibration of guide 

thimbles, which together with fuel rods, center tube and load-bearing skeleton (frame) with eight spacer 

grids make a fuel assembly. The guide thimbles are at both ends fixed in two support plates by means of 

lower and upper piece. All the rods are linked by the spacer grids which are transversal to their axes and 

the guide thimbles are inserted into spacer grids with a small clearance. One guide thimble is shown in 

the Fig. 2 with both lower and upper pieces. Further, only one guide thimble at the position   in 1
st
 

segment (s=1) will be considered. A generally spatial movement of the plates is given in configuration 

space       [               ] 
 
       as shown in the Fig. 2 and vibration of a guide thimble in 

configuration space which is radially-tangential in     plane according to Zeman & Hlaváč (2011). 

Between these two systems, there is transformation which can be described by 

              
   

             (10) 

where     
   

 is transformation matrix which transforms movement of lower and upper plates    to 

movement of kinematical excited nodes of the guide thimble     . It is dependent only on geometrical 

parameters, see Zeman & Hlaváč (2011). Only one chosen guide thimble is considered and indexes   

and   will be omitted further.  

 

 

Fig. 2: Guide thimble in lower and upper piece and coordinate systems. 

The considered guide thimble was divided into 18 finite elements. The lower    and upper    nodes are 

supposed to be ideally fixed and in every even free node, there are supports (spacer grids) with the same 

clearance considered. The geometry of spacer grids is shown in Hlaváč & Zeman (2013). In the first 

phase, only harmonic excitation with frequency   and with phase shift     was implemented. 

Mathematical model of the system can be written in the form 

   ̈        ̇                   
            

         
         

                                           
            

         
                (11) 

where       are vectors of amplitudes of harmonic excitation. To get solution of the system, numerical 

implementation in MATLAB was accomplished. To integrate mathematical model (11), fourth order 

Runge-Kutta method with adaptive step in time domain was implemented using ode45 MATLAB built-in 

function. For the simulation, important parameters are clearance     mm, and frequency         

150



 

 5 

    Hz, contact stiffness in all spacer grids              N/m,      . Vectors of kinematical 

excitation are supposed in the form 

     
    

  [                  ]     
    

  [                     ]   (12) 

Numerical integration results are shown in the Fig. 3. Orbits in plane     in chosen nodes of guide 

thimble are depicted (Fig. 3, on the left). It is evident, that boundary nodes which are close to 

kinematically excited nodes vibrate quasiharmonically. Nodes in the middle of the guide thimble vibrate 

with the largest amplitude and that is why impacts occur the most often there. There are phase trajectories 

depicted as well (Fig. 3, on the right). The impact motion can be well identified from these phase 

portraits. The impacts correspond to points at the trajectories where large changes in the velocity occur. 

 

Fig. 3: Orbits in chosen nodes of guide thimbles (on the left) and example of phase trajectories. 

4. Conclusion 

The paper focuses on mathematical modelling of kinematically excited beam supported by nonlinear 

supports. The theory described above shows an approach to modelling of such a system. Particular 

application to guide thimble of nuclear fuel assembly is implemented in MATLAB and typical dynamical 

response of the system to harmonic kinematical excitation is shown. 

Future analyses will be focused on optimization of parameters (clearances, contact stiffnesses, etc.) to 

reach lower impact forces between guide thimble and the spacer grids. Except for that, derived 

mathematical model and the display of impact motion are wide enough to represent dynamical response 

caused by another kind of excitation than only the harmonic one. Seismic excitation can be considered 

and a response of the system can be analyzed simulating seismic event in nuclear power plant. 
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Abstract: The paper demonstrates the mathematical model of polyurethane vibroinsulation mat tested using 

the dynamic mechanical analyser (DMA) method. The mechanical model is necessary to search for the 

analogy between different sample sizes of the objects tested. The aim of the study was to determine damping 

properties. The damping properties of vibroinsulation material are characterised by the loss factor tan . 

The value of the loss factor tan  was determined depending on the frequency of forced vibrations. 

Keywords:  DMA, Loss factor, Polyurethane foam, Damping. 

1. Introduction 

The process of vibration transmission can be prevented mainly by installing flexible elements between 

the source of vibration and the surroundings (Adamczyk & Targosz, 2011). Modern flexible materials 

used for the vibroinsulation of solid materials and air vibrations, are the polyurethane mats made of spring 

part of composite with a mixed pore structure, i.e. open and closed pores. 

The study of dynamic mechanical analyser (DMA) has been carried out to determine the usefulness of the 

polyurethane mats. The problem faced during the study is the high cost of testing equipment in 

accordance with the DIN 45673-5 standard. It is primarily the problem of samples sizes. The authors have 

at their disposal a very precise device DMA 242 NETZSCH that is adapted for testing even much smaller 

samples. 

2. Mathematical Modelling of the Sample 

Due to the fact that the test results have to be transferred to a much larger products than the samples, it is 

necessary to design a mathematical model of the sample. The sample in its basic part consists of 

polyurethane foam surrounded by coating which is formed in the modelling process of the sample  

(Fig. 1). 

The equations of motion for the system are 

 

       

        

     

        

3 3 1 3 3 1 3 3 1

1 2 1 4 1 2 1 4 1 2 1 4

3 3 1 3 3 1 3 3 1

4 4 4 4 4 4 1 2 1 4 1 2 1 4 1 2 1 4

m x x b x x k x x F

m m x x b b x x k k x x

m x x b x x k x x

m x b x k x m m x x b b x x k k x x

     

        

     

          

 (1) 

where: 1, 2, 3, 4i   is respectively upper layer of foam coating, basic foam, side layer of foam coating, 

and bottom layer of foam coating; x  – displacement, m; m  – mass, kg; b  – damping coefficient, 

Ns/m; k  – stiffness, N/m. 
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Fig. 1: Sample tested: a) Cross-section of the actual sample; b) Mathematical model. 

The model defined by system (1) allows for determining the relationship between the input in the form of 

sinusoidal vibrations and the output in the form of transfer function. Spectral transfer function consists of 

real and imaginary part. The real part is an equivalent of storage modulus E  while the imaginary part 

refers to the loss modulus E  known from the DMA method. 

3. Materials and Methods 

The research materials were vibroinsulation polyurethane mats with the density of 3250 kg/m  and 

dimensions as 650 650 25 mm,   produced in Polyurethane Foams Factory Ltd. in Bydgoszcz 

(Wytwórnia Pianek Poliuretanowych Sp z o. o. w Bydgoszczy). The cylindrical samples 20 mm in 

diameter and thickness of 5.6 mm were cut at randomly chosen locations of the polyurethane mat. Before 

testing, the samples were thermostated at 23 3 ºC for 16 hours. 

 

 

 

 

 

 

 

Fig. 2: Load scheme: a) Unloaded sample cut from mate; b) General load scheme; 

c) Scheme used during experiments. 

Fig. 2 shows the sample and its load scheme. Fig. 2a presents the uncompressed sample cut from the mat. 

It is characterised by only one coating as opposed to the formed sample shown in Fig. 1. Fig. 2b 

demonstrates a possible course of excitation force used during testing of damping properties in 

accordance with the standard. That force consists of constant static load
0sF , static load which depends on 

the amplitude of sinusoidal dynamic force dkF  where k  is a proportionality factor resulting from the fact 

that static force always has to be higher than the amplitude of change. As a result, at least a slight 

compression of the sample will be ensured during testing. Fig. 2c shows the course of extortion used 

during testing, where 
0 0,sF   and 1.1k  . 

Testing the dynamic properties of the vibroinsulation mat was carried out with the use of DMA 242 

device produced by NETZSCH company (Fig. 3). The aim of this study was to determine a real part 

which corresponds to the spring properties of the material and the imaginary part corresponding to 

damping properties (energy dissipation). The analysis of the results was supported by NETZSCH Proteus 

software. The real part was designated as storage modulus E  while the imaginary part was designated as 

loss modulus E  (Menczel & Prime, 2009). 

a)                                     b)                                                      c) 

a) b) 
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a)                                         b) 

Fig. 3: Test stand: a) Dynamic mechanical analyser DMA 242 NETZSCH; b) Research software settings. 

An important issue in the evaluation of the dynamic properties of a material is the measurement of the 

damping properties (Koszkul et al., 2002). In DMA method, this size is expressed as the tangent of the 

angle of phase shift   also known as the tangent of the angle of mechanical loss. 

 
E

tg
E






 (2) 

The value of phase shift δ describes the ratio of the energy dissipated per cycle of ɛ strain to the energy 

stored during this process. The study consisted in the compression of the sample at specific frequencies. 

The German standard DIN 45673-5 Mechanical vibration - Resilient elements used in railway tracks - 

Part 5: Laboratory test procedures for under-ballast mats were used to determine research frequencies. 

Vibration frequencies 5, 10, 20, 30, and 40 Hz are used in the standard to examine the dynamic 

properties. In the research software, the parameters were established to be as close as possible to the 

recommended frequencies, i.e. 1 Hz, 5 Hz, 10 Hz, 20 Hz, 33.33 Hz and 50 Hz (Fig 4).  

The amplitude of ɛ strain was 40 µm and the maximum dynamic force acting on the sample was 7.272 N. 

Isothermal conditions were maintained during testing, with the temperature at the level of 23 
o
C±3

o
C. The 

measurement time was 10 minutes.  

4. Results 

Fig. 4 presents the course of changes in the storage modulus E', loss modulus E'', and tanδ of an the angle 

of mechanical loss depending on the time. The figure shows the results of measurement at vibration 

frequencies of 1, 5, 10, and 20 Hz. The values of storage modulus as well as loss modulus and the angle  

 

Fig. 4: Results of the sample obtained applying the NETZSCH Proteus software. 

154



 

 5 

of mechanical loss depend on the vibration frequency. It is noted that the higher the frequency, the higher 

the values. After an increase of vibration frequencies from 1 Hz to 20 Hz there is observed an increase in 

value of tgδ by 37.5 %, loss modulus of approximately 26%. The largest increase is recorded for the 

measurement of mechanical loss modulus E , by 73%.  

The results of tanδ measurements are shown in a diagram form, depending on the frequency selected 

(Fig. 5). Fig. 5 presents average values of five measurements for each frequency. 

 

Fig. 5: Course of value tanδ depending on the frequency selected. 

There can be seen a significant increase in value along with the frequency. The difference between the 

minimum and maximum value is 78% of the absolute value. The largest spread of the results between the 

extreme values, up to 27%, is observed for measurements of samples at the vibration frequency of 50 Hz. 

This frequency maybe is too high to obtain adequate repeatability of the results. It may also be related to 

the violation of the porous structure of the vibroinsulation mat during the measurement.  

5. Conclusions 

DMA is a measurement method which is increasingly used for the polyurethane material analysis.  It 

allows testing the dynamic properties under the influence of an applied force in a function of temperature, 

frequency and time. This procedure allows the measurement of components of complex Young’s modulus 

E* – storage modulus and mechanical loss modulus. These values refer to damping characteristic of 

viscoelastic polymer properties. 

According to the literature (Hatakeyama & ZhenHai, 1998) polymer materials are characterised by good 

damping properties if the value of the mechanical loss factor falls in the range 0.1 ≤ tgδ ≤ 0.2. Based on 

that it can be concluded that the tested vibroinsulation mats tested show the properties in the range of 

vibration frequency from 1 Hz to 33.3 Hz. 

It should be noted that those are preliminary studies aiming to determine the relationship between 

dynamic properties and selected frequencies. Later the authors want to investigate the reaction of the 

vibroinsulation mat in variable temperature conditions as well as to find the correlation of the results in 

respect to laboratory tests according to DIN 45673-5. 
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Abstract: In this paper a universal mathematical model capable of predicting thermo-mechanical behaviour 

of various types of metal during their manufacturing using fully coupled thermal-structural finite element 

analysis is presented. The model takes into account the internal damping of the material, elastic and plastic 

heating and it can be used in wide range of strain rates that accompany the deformation of the body. In the 

model finite element implementation an improved heat equation, the updated Lagrangian formulation, the 

NoIHKH material model and the Jaumann rate in the form of the Green-Naghdi rate in the co-rotational 

Cauchy’s stress tensor integration have been used. Cyclic tension of a notched aluminium specimen has been 

studied using prescribed axial deformation and a sine function with linearly increasing amplitude and 2 Hz 

frequency in the run-up stage of the test and a sine function with constant amplitude and linearly increasing 

frequency in the operation stage of the test. A few selected analysis results are presented and briefly 

discussed. The analysis results are very positive and the authors believe that the model might open new 

perspectives in the study and numerical simulations of metals. 

Keywords:  Thermal-structural analysis, Strong coupling, Finite strain elastoplasticity, Internal 

damping, Elastic, Plastic and internal damping induced heating, Wide range of strain 

rates. 

1. Introduction 

Many manufacturing processes are accompanied by significant heat generation in real situations. 

Depending on the particular manufacturing process itself, the heat might stem from various sources. In 

the presented research we are interested in the study of such processes, where the heat originates from 

mechanical work. A few typical examples are machining of metallic materials, in which cutting a piece of 

raw metal into a desired shape and size is accompanied by severe heat generation, or friction-stir welding 

(FSW), in which the amount of heat generated between the tool and the welded material softens the 

nearby metal, which when intermixed at the presence of mechanical pressure, joins the two pieces of the 

welded metal. Numerical simulation of the aforementioned manufacturing processes represents a real 

challenge in contemporary computational mechanics, as it involves in it the simulation of contact between 

the workpiece and the tool, the heat generation, which either originates in friction or deformation, where 

the latter is large and usually strain rate dependent, thus the simulation requires rezoning and remeshing 

of the spatially discretized body. 

The aim of this work is to present a universal mathematical model capable of predicting thermo-

mechanical behaviour of various types of metal during their manufacturing. 

2. Methods  

In the study a fully coupled thermal-structural finite element (FE) analysis has been carried out using 

large strain / large deformation formulation, which employed an improved heat equation with elastic 

heating, plastic heating and internal damping induced heating (Écsi et al., 2012a). 
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The model is applicable to wide range of strain rates and it bases on our two former models utilizing an 

enhanced weak form for FE analysis that accounts for the strong coupling between the deformation field 

and the temperature field on the boundary of the body when convective or radiative heat transfer takes 

place on the boundary (Écsi et al., 2012b; Écsi et al., 2009). In the internal / material damping 

mathematical formulation we employed a modified Kelvin-Voight model which is capable of imitating 

the viscosity of the material during both, elastic and plastic deformations (Écsi et al., 2012b). The 

extended NoIHKH material model (Écsi et al., 2006), based on the original NoIHKH material model for 

cyclic plasticity of metal (Lemaitre, 2001), has been adapted to large strains / large deformations utilizing 

the updated Lagrangian formulation, the J2 plasticity and the Jaumann rate in the form of the Green-

Naghdi rate in the Cauchy’s stress tensor integration. Using the co-rotational formulation the constitutive 

and evolution equations of the model are given with the following equations: 
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In Eqns. (1)-(12) the left superscripts , 1/ 2, 1n n n   denote the physical quantity value at discrete times, 

corresponding to previous, mid and current configurations of the body within the current time step t . 

Here T elˆ ˆ ˆ, , damp  σ R σ R σ σ  are the co-rotational Cauchy’s stress tensor, its elastic part and its damping 

part, ˆ T
X = R X R  is the co-rotational backstress tensor, in which objective integration there was 

employed the Jaumann rate in the form of the Green-Naghdi rate (De Souza Neto et al., 2008). We used 

an additive decomposition of the co-rotational strain rate tensor ˆ  
T

d = R d R into an elastic part ˆ
el el

d , a 

thermal part thˆ Td 1  and a plastic part   pl-el
/ˆ ˆ/tx f   d σ  in Eqn. (3), and an additive 

decomposition of the co-rotational strain rate tensor d̂  into an elastic part 
el-damp

d̂  and a plastic part 

   pl-dampˆ ˆ1 / /x t f    d σ  in Eqn. (4), where x  is the ratio of ductile and total damage,   is the 
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coefficient of thermal expansion, T  is the absolute temperature,   is the plastic multiplier, 1  stands for 

a second order unit tensor and 
damp dampˆ ˆ ˆ, ,J J Jcycl  C C C  denote the fourth order co-rotational elastic 

material tensors of the model in the current configuration of the body along with the definitions of the 

accumulated plastic strain and the effective plastic strain as the measures of ductile and total damage 

(Écsi, L. & Élesztős, P, 2012a; Écsi, L. & Élesztős, P., 2012b). The corresponding rotation tensors (11) 

are expressed in terms of the time step size and a second order spin tensor W . The extended NoIHKH 

material model for cyclic plasticity of metals that uses combined isotropic (7) and kinematic (8) 

hardening has been adapted for large strain elastoplasticity Eqns. (5)-(9). The loading/unloading criterions 

are defined with the discrete Khun-Tucker optimality conditions Eqn. (12).  

2.1. Numerical experiment – Cyclic tension of a notched specimen 

In our numerical experiment a 2024-T3 aluminium alloy notched specimen was studied using cyclic 

tension and zero stress ratio 0R  . One end of the specimen was fixed while there was a prescribed axial 

deformation applied to the second end of the specimen employing a sine function. The amplitude of the 

sine function increased linearly during the run-up stage of the test until the maximum amplitude, 

corresponding to 20% of the specimen length was reached, while the circular frequency was kept constant 

at 2 Hz . During the test, the amplitude of the sine function was kept constant and the circular frequency 

increased linearly with time. The dimensions of the specimen were 10 times smaller than the ones in the 

modelled experiment and the material properties were identical with the properties of the specimen used 

by Pastor, et. al. (2008) in their study. Only 1/4 of the body was modelled employing 2 planes of 

symmetry, which were meshed with 3D brick elements using linear shape functions. Convective and 

radiative heat transfer was considered through all free surfaces of the body using 273.15 K bulk 

temperature. At the moving end of the body, under the grip of the testing machine, the heat transfer 

coefficient value was increased to 
22 210  W/mh K   to keep the temperature of the surfaces constant at 

these locations as in the test by Pastor et. al., 2008. Tab. 1 outlines the used material parameters. 

Tab. 1: Material parameters of the specimen. 
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Fig. 1: Temperature change time history in the middle of the notch of the specimen. 
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Fig. 2: Absolute temperature [K] and axial Cauchy’s stress distribution [Pa]. 

Unfortunately at the time of writing the paper the analysis had not yet been finished, so that a few partial 

results only could be presented herein. They are the temperature change time history at the centre of the 

notch of the specimen (Fig. 1) and the absolute temperature and the axial Cauchy’s stress distribution 

over the specimen body (Fig. 2). As can be seen in the figures, there is a significant temperature rise 

within less than 1.5 s of the analysis, the area of which gradually increases due to heat conduction toward 

the fixed end of the specimen near the origin of the coordinate system in Fig. 2 where the body is not 

cooled, while there is an insignificant change in temperature under the moving grips where the body is 

cooled. The beginning of the temperature time history agrees with the temperature time history reported 

by Pastor, et. al. (2008), which the authors consider to be very positive. 

3. Conclusions  

In this paper we have presented some recent developments in the research into fully coupled thermal 

structural finite element problems with convective heat transfer, radiation heat transfer, material damping 

within the framework of finite strain elastoplasticity. Cyclic tension of a notched specimen was studied. 

The analysis results are in agreement with available experiments. The authors consider the results positive 

and hope that the model might open new perspectives in the study and numerical simulation of metals. 
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Abstract: The granular nature of the railway ballast in connection with fast dynamic loading makes it an 

ideal application of the Discrete Element Method (DEM). The contribution employs DEM to simulate the 

ballast behavior in large oedometric test. Ballast grains are represented by convex polyhedral particles with 

shape randomly generated via Voronoi tessellation. A novel algorithm to compute repulsive contact force 

based on intersecting volume of polyhedrons is presented. Crushing of grains is included via splitting the 

particles into smaller polyhedrons when some stress-based criterion is fulfilled. 

Keywords:  Discrete Element Method, Polyhedrons, Crushing, Voronoi tessellation, Ballast. 

1. Introduction 

Power of modern computers is utilized to help engineers in designing and understanding of their 

technological solutions more frequently than ever. Dealing with various types of problems led to 

development of many different methods, among which the Discrete Element Method (DEM) is especially 

suitable when granular media under highly dynamic loading is studied. DEM treats every grain as an 

ideally rigid body which interacts with other particles through forces at their common contacts. In most 

cases, the simplest spherical elemental shapes are used. However, it has been reported that the particle 

shape has a strong influence on resulting behavior of the system. Therefore, more realistic elemental 

shapes are being considered. This is often achieved by clumping spheres into some more complex 

aggregations. Such a method has an advantage in simplicity and computational speed. Another approach 

lies in direct implementation of some non-spherical elements. There has been also extensive effort to use 

polyhedral particle shape. A technique developed by Cundall (1988) called common plane method is 

often used. It replaces contact between two polyhedrons by two plane-polyhedron contacts. This method 

was further improved by fast determination of the common plane (Nezami et al., 2006).  

The railway ballast is used worldwide to support sleepers and rails on both normal and high speed 

railways. However, its short and long time behavior is still not fully understood. It is a highly 

heterogeneous material with strongly nonlinear behavior further complicated by its previous compaction 

and crushing. Robust models of the ballast are needed for better design of sleepers, under sleeper pads, 

and ballast itself as well as for determining optimal maintenance schedule of the tracks. 

In this contribution, we present simulation of railway ballast experiment - large oedometric test - 

performed at the University of Nottingham (Lim and McDowell, 2005) using crushable polyhedral 

particles with random shape. Algorithms presented in the paper were implemented into the open source 

DEM software YADE (Kozicki and Donzé, 2008). Manipulation with polyhedrons as well as 

computation of convex hulls and least square fitting by plane is done via open source software CGAL 

(Kettner, 1999).  

2. Generation of Randomly Shaped Polyhedral Particles 

The particles are created using procedure that contains a random process; however, control of grain size 

and aspect ratio is kept. Initially, volume of size 5 × 5 × 5 units is filled by nuclei with minimal mutual 

distance lmin. Starting with central nucleus in the center of the volume, other nuclei with random 

coordinates are accepted if their distance to all previously placed nuclei exceeds lmin. Voronoi tessellation 
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is performed and the Voronoi cell associated with the central nucleus is extracted and used as a basic 

particle shape. The control of size and aspect ratio is ensured by scaling the Voronoi cell in all three 

directions according to user defined scaling vector. Finally, the particle is randomly rotated to prevent 

directional bias. Volume, centroid and inertia of the polyhedral particle is calculated through dividing the 

polyhedron into tetrahedrons. Contributions of tetrahedrons to each of the wanted quantity are found 

using analytical formulas. 

3. Contact between Polyhedrons 

In every time step, there is a loop seeking for all possible contacts between polyhedral elements. This is 

simply done through creation of bounding boxes around every polyhedron and detection of overlapping 

between the bounding boxes. If bounding box protrudes, one must examine the overlapping of 

polyhedrons PA and PB. This is solved here through searching for a separation plane.  

The polyhedral intersection is assumed to exist until some separation plane is found. Only limited set of 

candidates for the separation plane must be tested to prove or disprove its existence. The minimal set of 

candidates contains bounding planes of both of the polyhedrons and planes determined by one edge from 

PA and another edge from PB. A loop over all these candidates is browsed. Every time, a trial separation 

plane is constructed so that centroid of the polyhedron PA lies at the positive side of the trial plane. Then, 

if all vertices from the first polyhedron PA lay at positive halfspace and all vertices from the second 

polyhedron PB lay in the negative halfspace, the trial plane is approved. If the loop is finished without 

approving any separation plane, there must be a contact between polyhedrons.  

When two grains come into a contact, some repulsive force arises. In DEM simplification, the grains are 

ideally rigid and the contact is accompanied by overlapping of particles. In case of convex polyhedrons, 

the intersection is a convex polyhedron as well (Fig. 1). It is denoted PI, its volume is VI. It is assumed 

that in the whole overlapping volume, constant repulsive volume force acts. Integrating this volume force 

over the intersecting volume gives us the total normal force Fn and moment, that should be applied on 

both particles. Since the volume force is constant, the magnitude of the normal force is linearly 

proportional to the intersecting volume  

 | |n n Ik VF  (1) 

where kn [N/m3] is a material parameter called volumetric stiffness. To eliminate the moment, the normal 

force acts at the centroid of the intersection. To find the exact polyhedral intersection, dual approach 

(Muller and Preparata, 1978) is used.  

Besides the magnitude of the normal force, its direction must be determined as well. Normal direction is 

estimated to be perpendicular to a plane f taken as the least square fit of the shell intersection curve. After 

polyhedral intersection is found, its faces are divided to those belonging originally to the polyhedron PA 

and to the polyhedron PB, respectively. Edges on the boundary between these two groups (shell 

intersection curve) are then interpolated by a plane f using the least square fitting.  

 

Fig. 1: Two polyhedral particles in contact. 
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Shear force is calculated by standard incremental algorithm. It consists in correction of the shear force 

from the last time step for changes in the normal direction and for the rigid-body motion. Then, 

an additional shear force increment caused by mutual movements and rotations of polyhedrons is added. 

Standard Coulomb friction is applied. Therefore, the shear force magnitude is limited by magnitude of 

normal force multiplied by tangent of internal friction angle.  

4. Model of Crushing 

Crushing of ballast grains is responsible for degradation of ballast and modelling should take it into 

account. Implementation of the crushing phenomenon is simply done via splitting the polyhedral particles 

into smaller polyhedrons whenever they fulfill some failure criterion. The criterion is based on 

comparison of equivalent splitting stress, σe, and size dependent strength, ft. The average Cauchy stress 

tensor in the particle can be expressed as 

 
( ) ( )c c

ij i j

c

l F   (2) 

where c runs over all contacts of the particle, F(c) is a force acting at the c-th contact at point with spatial 

coordinates l(c); 
( )c

il  and 
( )c

jF are i and j components of the coordinate vector or force, respectively. The 

stress tensor is symmetrized by averaging opposite non-diagonal members; then, principle stresses (σI > 

σII > σIII) and their directions are found by eigenvalue analyses. The equivalent splitting stress entering 

the failure criterion is defined as  

 ΙΙΙ
Ι

2
e


     (3) 

The equivalent splitting stress is compared with material strength ft, which is (according to Lobo-

Guerrero and Ballejo (2005)) dependent on particle size.  

Whenever splitting stress exceeds strength of a particle, the polyhedron breaks. Polyhedron is cut through 

its centroid by two perpendicular planes that are parallel to the second principle stress, σII, and form angle 

π∕4 with the remaining principal stresses. After the breakage, translational and rotational velocities are 

assigned to the polyhedral pieces according to the current velocities of the original particle.  

5. Application to Oedometric Test 

The proposed model was validated by simulating a large oedometric test on railway ballast performed and 

published by Lim and MCDowwel (2005). They tested several different ballasts, from which we chose 

variant A with ballast of grading 37.5-50 mm. A steel cylinder of diameter 300 mm and depth 150 mm 

was filled by the ballast and compacted on a vibration table with surcharge force 250 N. Then, it was 

loaded in compression up to force 1.5 MN (mean stress 21.2 MPa). Total duration of the experiment was 

about 40 minutes.  

The same test was simulated with the polyhedral particles. Initially, randomly shaped polyhedrons were 

generated at random positions in a cylinder of magnified depth 1 meter with no overlapping. This was 

done by sequential placing of trial polyhedrons that were rejected whenever any collision with previously 

placed particles appeared. The polyhedrons then fall freely under 5 times magnified gravitational 

acceleration and reduced friction angle. Both gravity and friction changes were done to increase 

compaction of the assembly. After reaching low unbalanced forces, all polyhedrons exceeding depth limit 

0.18 m were removed. To increase the compaction, the vibration table was mimicked via loading the 

sample by alternating acceleration in horizontal directions of magnitude equal to 5 times multiplied 

gravitation. Each vibration cycle consisted in four intervals of duration 0.02 s with constant acceleration 

in directions +x, -x, +y and -y, respectively. Three vibration cycles were performed. Then, the simulation 

continued until low value of unbalanced forces was reached again. At that point, loading by sinusoidal 

wave started. The loading time was shortened to 1/3 s.  
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Fig. 2: Snapshots a) at the beginning of loading; b) at the maximum load; c) after releasing all the load. 

 
Fig. 3: Load-displacement response of the model with crushable particles. 

The shear stiffness and friction angle were estimated; the normal volumetric stiffness of steel was 

assumed 10 times larger than the ballast normal stiffness, which was approximately identified in 

Eliáš (2013). Evaluation of the crushing criterion was run every 0.001 s during the simulation. Broken 

grains with volume lower than 1 cm3 were removed from the simulation as being less relevant to the 

overall response but slowing down the simulation substantially. Three variants of strength f0 were tested: 

400 MPa, 500 MPa and 600 MPa. Results are showed in Fig. 3. The value 500 MPa gives the best 

correspondence with the experimental record. It is interesting that crushing might occur also during 

unloading, especially for low strength close to the peak load.  
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Abstract:  The aim of this work was to analyze turbocharging for a Kawasaki 600cc motorcycle engine 

using Ricardo WAVE® and the implementation of the turbocharger based on the findings of the engine 

simulations. The simulations showed that for the purposes of a FSAE® car, the Kawasaki 600cc engine 

should be equipped with the Pulse System Turbocharging (PST) rather than Constant Pressure 

Turbocharging (CPT). The turbocharger simulated and used was a Honeywell GT15V variable geometry 

unit. The optimum compression ratio found for the PST setup was 7. Implementation on the Kawasaki engine 

was done by placing a decompression plate between the cylinder block and crankcase. Experiments were 

also conducted on alternative cylinder head gasket designs. The engine was tested on a waterbrake 

dynamometer and using a programmable ECU. The turbocharger vane mechanism showed to highly effect 

the engine response and turbocharger spool up time. A cam sensor was integrated into the engine to run the 

electronic engine control in fully sequential mode. A charge air cooler was implemented to provide 

consistent air temperature even in the boosted operation during dynamometer testing.  

Keywords:  Engine-downsizing, Turbocharging, FSAE., Pulse system turbocharging. 

1. Introduction 

Engine downsizing assisted by turbocharging has become an important aspect in engine technology. 

Engines not originally turbocharged must be modified before implementing a turbocharged setup. One 

such modification is the reduction of the compression ratio. The lowering of compression ratio for the 

engine leads to changes in the gasketing setup. Attard (2007) at the University of Melbourne preferred to 

go to a gasket-less setup providing the benefits of reduced crevice volumes and reusability without need 

for replacement gasket. However the gasket-less design did result in teething problems. At the University 

of Malta the used Kawaski 600cc Ninja engine provides a split at the engine block to crank case and 

therefore a decompression plate was placed there with the benefit of still using OEM head gasket. A PST 

setup was preferred versus CPT to utilize the kinetic energy in the exhaust pulses, reduce exhaust 

manifold weight, and require compact runners which allow a low centre of gravity installation of the 

relatively heavy turbocharger. The ignition timing, valve timing and other parameters are not the same for 

CPT and PST. Attard describes how when the turbocharging setup was changed from CPT to PST, engine 

torque reduced by as much as 20% with severe knock problems at previously determined Minimum spark 

timing for Best Torque (MBT). Boost levels had also to be reduced on the fixed geometry GT12 

turbocharger used by Attard. A GT15V variable geometry turbocharged was chosen to be used at the 

University of Malta. A simulation study using Ricardo Wave® was conducted by Grech (2007) who 

determined that PST was the preferable setup for the GT15V on the Kawasaki 600cc engine. 

2. Constant Pressure Versus Pulse System Turbochraging 

The two turbocharging methodolgies sited by Watson and Janota are the Constant Pressure 

Turbocharging CPT and the Pulse System Turbocharging PST. 
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In CPT, the exhaust ports from all cylinders are connected to a single exhaust manifold whose volume is 

large enough to dampen down the unsteady flow. As Watson and Janota (1984) describe, when the 

exhaust valve opens, the gas expands down to the constant pressure in the manifold without doing useful 

work. However the only energy lost is that due to heat transfer.  

PST uses narrow pipes between the exhaust valves and the turbocharger’s turbine. In this case a pressure 

build-up will occur during the exhaust blow-down period since flow of gases entering the manifold 

through the valve exceeds that of gases escaping through the turbine. Similar to CPT, just as the valve 

opens the pressure difference across the exhaust valve is above critical and hence flow through the valve 

will be sonic. Stagnation enthalpy remains constant and hence the flow from the valve is accompanied by 

an entropy increase. The gas then expands through the turbine to atmospheric pressure doing useful work. 

With pulse operation, a much larger portion of the exhaust energy can be made available to the turbine by 

considerably reducing throttling losses across the exhaust valve. It also causes a rapid fall in manifold 

pressure towards the end of the exhaust process improving scavenging and reducing piston pump work. 

CPT causes steady flow to reach the turbine, losses from unsteady flow in the turbine are absent and this 

setup was preferred by Attard (2007) for use on his Wattard engine developed at Melbourne University.. 

However since it takes time for the pressure to rise in the large exhaust volume, the turbocharger response 

to an increase in throttle is slow i.e. it is not ideal for rapid changes.  

3. Turbocharging Simulation in WAVE® 

WAVE uses compressor and turbine components to model turbochargers. Each component is represented 

by a performance map produced by the TCMAP pre- and post-processor. Turbocharger models may be 

linked with engine models to fully simulate turbocharged engines. The turbine and compressor may also 

be operated in isolation as part of a simple system, e.g., ambient-duct-compressor-duct-ambient. This is 

done to test the component alone. 

The simulation relies on the data contained in steady-state maps typically obtained on a steady-state flow 

rig by the turbocharger manufacturer (it is of course a fact that the flow through a turbine and possibly the 

compressor is usually non-steady). Thus results from a PST simulation may have some level of 

inaccuracy. 

The WAVE knock model is based on Douaud and Eyzat's induction correlation and is applicable to both 

the WAVE and IRIS cylinders. The Knock Model is applicable only to SI engines with two-zone 

combustion. The induction time (ignition delay) in seconds is calculated at every time step. In general, 

this induction time continually decreases as combustion progresses and the unburned zone temperature 

rises. The end-gas auto-ignites (knocks) if the induction time is less than the flame arrival time. When 

knock occurs, a spontaneous mass burning rate due to knock is determined and fed back to the cylinder, 

leading to rapid rise in cylinder pressure and temperature. 

Turbocharging simulation was a development from the simulation study of a naturally aspirated restricted 

Kawasaki 600cc by Cauchi (2006). For each step the simulation took about 25 hours to complete. Such 

long computational times were required since WAVE was simulating the turbocharger and occurrence of 

knock, apart from the engine itself. Also, 220 simulation cycles were necessary for the simulation results 

to converge. Normal simulation of naturally aspirated engine would usually require 50 cycles.  

3.1. Results for the Constant Pressure Turbocharging 

Simulations of the CPT system showed that a boost of 1.7 bar was not achievable. On the other hand, 

instability was also noticeable at a boost pressure of 1.2 bar and below, especially at high engine speeds at 

which point the exhaust pressure was probably too high and the VGT stator vanes could not open enough 

to maintain a low boost. Hence the range of boost that was investigated was set from 1.2 to 1.5 bar. The 

model was then run at a boost pressure of 1.3 bar for different heat transfer coefficients (k) of the 

intercooling stage. The reduction in temperature affects the magnitude of the knock event. However the 

results showed that the intercooling stage did not effectively reduce knock levels, but slightly shifts the 

curve to lower engine speeds. The torque on the intercooled engine was higher as a result of the charge 

being denser. The intercooling stage was shown to be advantageous since for the same level of knock, the 

torque and b.h.p. were increased. The final set of simulations was to find the compression ratio that 

eliminated knock. The compression ratio was varied from 11 to 8 and the resulting engine performance is 

shown in Fig. 1. 
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Fig. 1: CPT Torque curves for various compression ratios simulated. 

3.2. Results for Pulse System Turbocharging 

As in the CPT simulation, the PST setup was run under different boost pressures to check the range of 

boost achievable. The simulations showed that in a PST type setup, the boost pressures achieved are 

higher than for CPT confirming the statement by Attard (2007) that converting from CPT to PST caused 

problems in the engine including increased knock and worst torque characteristics. The simulations 

showed that stable boost pressures from 1.5 bar to 1.9 bar are possible. A boost of 1.4 bar could not be 

maintained throughout the entire engine speed while a pressure of 2 bar was very unstable. High boost 

pressures gave high peak power but over a narrow engine speed range apart from inducing high levels of 

knock. It was therefore determined that high boost pressures in this case provided no particular advantage 

and that low boost pressures will induce less knock, improve torque and power over a wider speed range 

while peak power is not much lower than for high levels of boost. With this reasoning, a boost pressure of 

1.5 bar was selected for the PST setup. The last stage was that of determining the compression ratio to 

eliminate knock. Reducing the compression ratio obviously lowered the engine’s performance but still 

give more power than the naturally aspirated version as shown in Fig. 2. A compression ratio of 7 was 

enough to totally eliminate knock throughout the entire engine speed range. 

4. Experimental Setup 

4.1. Decompression plate manufacture  

The calculation of the required decompression plate thickness resulted in a value of 3.22 mm thicker than 

the stock gasket. The stock compression ratio was 11.8 while the target was 7. The OEM gasket found 

between the cylinder block and the crankshaft/transmission assembly had a thickness of 0.3 mm which 

implied that the total new thickness required was 3.52 mm. However, due to lack of availability from 

local suppliers and in order to facilitate machining, it was decided to machine the decompression plate 

from a 3mm thick aluminum sheet. This brought the compression ratio up to around 7.5, which was still 

within the knock prevention limits as determined by Grech (2007). 

Due to excessive oil leaks from the compressor to the intake, a mechanical seal was integrated into the 

compressor side. For this reason a purposely designed compressor plate was manufactured to accept an 

off-the-shelf mechanical seal. This worked excellently and boost levels were still reached as before. A 

charge air cooler was also implemented to stabilize air temperatures downstream of the compressor. This 

is in contrast to Attard where he states that intercooling was found not to be necessary. Sequential 

operation of the engine electronic control was achieved by implementing a cam sensor onto one of the 

camshafts.  
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Fig. 2: Comparison of torque curves from various PST turbocharging stages. 

4.2. Engine testing 

The engine was started first using TPS as the load parameter and later changed to MAP. This was carried 

out since the TPS based map of the naturally aspirated engine was still valid for engine starting conditions 

and pre-boost operation  

To safeguard the engine and reduce testing time, only sweep tests were carried out. The main aim of these 

tests was to indicate that the turbocharger actually produced boost and that the opening and closing of the 

vane system worked and produced a difference in turbocharger response time. 

After proper engine warm up, the throttle was opened gradually and the variation in engine speed, MAP, 

air to fuel ratio and inlet air temperature were measured by a data acquisition system for both the closed 

vanes and open vanes situation. A maximum MAP value of around 170 kPa was obtained at 7200 rpm, 

while a rapid increase in MAP value above 5000 rpm occurred. The high boost pressures reached led to 

the decision to implement a external wastegate on the test stand so that boost levels other than the 

maximum can be stabilized in order to be able to experimentally determined proper fuel quantity and 

MBT timing. The testing of the external wastegate system together with the control system is currently 

being tested. Knock monitoring will be a next major goal in this development work. Changing of valve 

timing by design and production of our own camshafts is also another milestone to look forward to. 

5. Conclusions 

This study showed that a PST setup is more favourable for a Formula SAE vehicle. The one dimensional 

engine simulation software was used to find an optimal compression ratio, exhaust runner length and 

valve timing. The valve timing was not eventually modified but the compression ratio and exhaust runner 

lengths were implemented on the turbocharged engine. Experimental sweep tests on an engine 

dynamometer showed that the boost pressure reached 170 kPa with turbine vanes closed without any 

engine knock. 
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Abstract: A conventional air conditioning system is designed to satisfy the maximum load, and cycles on/off 

to match part load demand. A variable-speed or inverter driven system has the ability to regulate its cooling 

capacity by using a variable-frequency drive which continuously changes the speed of the motor and thus of 

the compressor. Variable-speed air conditioners are advertised as typically consuming 30 per cent less 

energy than conventional systems. This investigation is a continuation to a previous experimental 

investigation by Grech and Farrugia (2012) who used a belt driven open-type reciprocating compressor in 

both fixed and variable speed operation. In this experimental investigation a series of experiments on a 

conventional and an off-the-shelf inverter driven air conditioning system were performed. The aim of these 

experiments was to quantify the advertised part-load efficiency and reduced energy consumption of the off-

the- shelf inverter driven air conditioner. The experimental results showed that the cooling coefficient of 

performance (based on refrigerant cooling effect) is higher for the inverter driven system at all refrigerant 

condenser out temperatures except at the highest temperatures at which the cooling coefficient of 

performance for the conventional system was better. This is to be expected since conventional systems are 

designed to satisfy the maximum load.  

Keywords:  Air-conditioning, Inverter, Variable-speed, Part load, Coefficient of performance. 

1. Introduction 

As a consequence of the continuously rising energy prices, the need to control energy consumption has 

become a worldwide concern. Inverter driven air conditioners are systems designed with the main target 

of saving energy. Grech (2008) mentions that variable speed air conditioners are advertised as typically 

consuming 30 per cent less energy than conventional systems. This low energy consumption is achieved 

by the use of a variable-frequency drive which continuously changes the speed of the motor and thus of 

the compressor according to the cooling demand. In simple terms the variable-frequency drive will speed 

up the compressor when the demand is high and slow it down when the demand is low. Though their low 

energy consumption might be associated with a much higher initial cost, a well designed system is 

estimated to have a payback period that ranges between 3-4 years, Zubair et al. (1989). Inverter driven air 

conditioners both for residential and commercial applications were first implemented in Japan during the 

1980s. Since then, variable-speed air conditioners have become widely popular owing to their energy 

saving and better performance in applications where part load is required. In fact in Japan sales of the 

inverter driven air conditioners account over 50 per cent of the air conditioning market and are still 

increasing, Zubair et al. (1989).  

2. Experimental Setup  

The experimental setup was based on instrumenting the air-conditioning system to have accurate 

measurements of electricity consumption, the flow of heat on both the hot and cold side, refrigerant flow, 

refrigerant pressures and many temperatures. The experimental setup used heat exchange to water on both 

the evaporator and condenser sides to give a better quantification of heat flow rather than cooling and 

heating of air. This involved the construction of two heat exchangers. The condenser side had the 

refrigerant coil immersed in a bath of water that was continuously stirred (through circulation) to maintain 
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the desired refrigerant condenser out temperature. The heat was rejected from the bath by dumping the 

necessary amount of hot water and make-up with cold tap water to maintain a stable water level.  

The evaporator side heat exchanger had two iterations in design, the first setup used a pipe-in-pipe 

configuration fed directly by mains water, but at low water flow rates the water froze which led to 

stagnation and trips. Hence an electrically heated bath setup was later used on the evaporator side as 

shown in Fig. 1. The cooling load was applied by switching on electrical heaters in the bath of water. This 

modification gave the added benefit that the temperature of the bath of water could be controlled to 

simulate the "room" temperature. 

The experimental setup included the manufacture of small sized T-type thermocouples to have as little 

interference as possible with the thermal aspects of the refrigerant piping as detailed by Fenech (2009). 
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Fig. 1: Schematic diagram of the inverter driven air conditioning system. 

3. Cooling Capacity  

The variations of the cooling capacity with the refrigerant condenser out temperature obtained during 

experimentation are represented graphically in Fig. 2. As can be seen from the trends of Fig. 2 the cooling 

capacity exhibits a decrease as the refrigerant condenser out temperature is increased. This results from 

the fact that the enthalpy of the refrigerant at evaporator inlet increases at high condensing temperatures, 

thus the enthalpy difference across the evaporator decreases resulting in a lower refrigerant cooling 

capacity at high temperatures. The refrigerant mass flow rate also affects the cooling capacity. The 

refrigerant mass flow rate decreases as the refrigerant condenser out temperature increases. The decrease 

in refrigerant mass flow can be explained due to the fact that higher condenser out temperatures cause 

higher condenser pressures. Hence the compressor has to overcome a larger pressure rise which leads to a 

lowering of refrigerant flow. Thus the cooling capacity continues to decrease at the higher condenser 

temperatures. This decrease in the cooling capacity manifests itself as a low system coefficient of 

performance as will be discussed further in the next section. 

Comparing the trends of the fixed-speed and variable-speed system, the former has a higher refrigerant 

cooling capacity due to the high volume of refrigerant that is delivered by the compressor. Considering 

the curves of the variable-speed system at the different loads, the largest cooling effect is obtained when 

the highest load was applied. Since the compressor had a larger load against which it had to work in order 

to maintain the "room" at the desired temperature, thus more refrigerant had to be delivered by the 

compressor. With the same argument the 1.4 kW load resulted in the lowest cooling capacity.  
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Grech’s (2008) scaled trend also follows the same concept i.e. the cooling capacity decreases as the 

condensing temperature increases. This shows that the results of Grech’s and those obtained from this 

study are in agreement. Additionally, the cooling capacity drop with condenser temperature rise for R 410 

compared favourably to that given by Motta et al. (2000). 

A comparison between the refrigerant and water cooling capacities was performed. Both show a decrease 

in cooling capacity as the refrigerant condenser out temperature is increased, thus it was concluded that a 

good energy balance was achieved between the refrigerant side and water side of the system. However 

there was a difference in magnitude between the refrigerant and water cooling capacity and this anomaly 

was attributed to the large amount of condensation that resulted on the outside of the evaporator heat 

exchanger. Additionally, the 1.4 kW, 2.0 kW and 2.7 kW trend lines should ideally have been horizontal 

representing the fixed loads to which the system is subjected. This would have indicated that no losses by 

convection were present during experimentation. It must also be pointed out that the losses for the case 

when 2.7 kW load was applied are much greater than for the other loads, since the change in temperature 

between the water temperature in the tank due to the heat source (heaters) and ambient conditions was 

larger. 

The uncertainty analysis showed that the error associated with the volume measurement contributed the 

most in the final uncertainty value compared to the error in time measurement which were used in the 

water flow rate calibration. The error in temperature measurement was constant and determined by the 

grade of thermocouple wire used. 
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Fig. 2: Variation of water cooling capacity with refrigerant condenser out temperature. 

4. Coefficient of Performance, COP  

The trend of the electrical COP shown in Fig. 3 indicates that the electrical COP for all experiments 

performed worsens as the condensing temperature increases. From the figure it can be noted that the 

electrical COP of the conventional system is the lowest. This is mainly attributed to the large electrical 

power input that the conventional system requires all the time. It should be noted that the COP is 

dependent on the cooling capacity and hence it its expected that the COP falls just like the cooling 

capacity does. 
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Fig. 3: Variation of electrical COP with refrigerant condenser out temperature. 

5. Conclusions  

The COP's from the experiments showed that larger COP's are obtained at lower condenser out 

temperatures. This is as expected as the reverse Carnot COP is higher for smaller temperature differences 

between the inside (evaporator) and outside (condenser) temperatures. This finding is also in agreement 

with observations by Motta et al. (2000). A comparative calculation based on the measured COP's for the 

off-the-shelf fixed-speed unit vs the off-the-shelf variable speed unit, at 20
o
C room temperature and a an 

outside temperature of 35
o
C, and assuming the user switches on the air conditioner for 6 hours daily for 

an entire summer month, showed that a 30% reduction in electricity consumption by an inverter air 

conditioner is indeed a good ball park figure. 
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Abstract: An analysis of a propeller of known geometry was carried out using three various methods: vortex 

theory, vortex theory with lifting line correction (VT+LL) and a 3D panel method. Analysis results were 

compared with experimental data measured in a wind tunnel that was built for the purpose of propeller 

testing. The comparison indicates that the VT+LL method offers the best propeller efficiency prediction of 

the presented methods, although the 3D panel method has been used in a simplified way and will be further 

improved. The ambition of the work presented is to develop and validate a simple and reliable tool for 

propeller optimization. 

Keywords:  Propeller, Vortex theory, 3D panel method. 

1. Introduction 

Vast expansion of powerful electrical propulsion units for UAVs and light sport crafts initiated a demand 

for propellers optimized for the new working conditions. Department of Fluid Mechanics and 

Thermodynamics of CTU in Prague is subsequently working on the development and validation of tools 

that can be reliably used for optimization of propellers and for their analysis. Three analysis methods are 

presented in this paper – vortex theory, vortex theory with lifting-line correction (VT+LL) and a 3D panel 

method. These methods have been used to analyse a 0.5 m in diameter propeller of known geometry and 

the results have been compared with experimental data measured in a wind tunnel that was built for the 

purpose of propeller testing. 

2. Experiment  

An open return wind tunnel with a 1.2 m circular test section and 150 kW of power was built by the 

Department in Letnany, Prague. The test section was equipped with custom made aerodynamic scales for 

torque and thrust measurement as well as devices for the measurement of RPM and power drawn by the 

electric motor powering the propeller. The tested propeller was designed by the authors using the vortex 

theory and manufactured based on 3D data in STL format. The geometry of the propeller was known at 

the entry to its manufacturing process and has been assumed to be made sufficiently geometrically precise 

without further check. The propeller’s performance was measured for the RPM range of 600-6000 r/min 

and wind tunnel velocity range of 15-30 m/s. Finite size of the test section was taken in account by 

corrections according to Brandt (2011). The experimental data contain quite heavy scatter that is believed 

to be caused mostly by mechanical vibrations of the tested propulsion. Since insufficient resolution of the 

experiment did not reveal any dependency of the propeller’s performance on Reynolds number and Mach 

number all further computations were carried out for constant RPM of 6000 r/min. 

3. Vortex Theory 

The vortex theory was introduced in 1912 by N. Y. Zhukovsky and until today remains a useful tool for 

the design and analysis of propellers (well covered by Alexandrov (1954)). The vortex theory substitutes 
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the propeller impact on the flow by a rigid vortex system that consists of helicoidal vortices blending into 

cylindrical vortex sheets as it supposes an infinite number of blades. The theory allows to easily compute 

the induced velocities at the propeller plane for a given circulation distribution. A sufficient propeller 

description that (along with the operating conditions) defines the vortex structure consists of one 

dimensional geometrical prescriptions for twist and chord length along blade radius and two dimensional 

airfoil data. In the approach described in this paper the airfoil data were obtained by M. Drela’s Xfoil 

with a viscous and compressible computational model. 

The vortex theory generally best describes propellers with small loading, for which the wake contraction 

downstream is low and the rigid cylindrial vortex structure gives a sufficient approximation. Another 

limiting aspect of the vortex theory is that it lacks interference between particular cylindrical vortexes, as 

if each blade section acted independent on each other, which also means that no tip loss can be taken in 

account. This fact is very limiting for the optimization of propellers as it does not allow to compute the 

optimum circulation distribution along radius of the blade. To deal with this issue, the lifting line theory 

has been combined with the vortex theory. The lifting line theory describes the downwash distribution of 

a lifting line constructed by a system of horseshoe vortices and has been derived for the description of 

aircraft wing loading (described by McBain, 2012). Even though its assumptions of the vortex structure 

do not correspond to those of cylindrical vortices of the vortex theory, it has been proposed by the authors 

to offer a rough and simple way to overcome some of the issues of the vortex theory. The downwash 

computed by the lifting line theory is then simply added to axial velocity calculated by the vortex theory. 

Zero circulation condition has been prescribed at the blade’s tip to accomodate for the tip losses. 

4. Panel Method 

Another useful tool for computing propeller aerodynamic properties is the panel method. The panel 

method solves Laplace’s equation for potential flow. As a boundary condition, zero normal flow through 

blade surface discretized by panels is prescribed together with free stream velocity.  

The implemented algorithm is a low order panel method using constant singularity distribution over each 

panel. The structured mesh is formed by quadrilateral panels. Potential doublet (dipole) was chosen as a 

singularity type for each panel. The velocity perturbation formulation of the panel method was selected 

instead of the more common potential perturbation formulation. This allows for easier velocity field 

calculations, especially away from the surface, while potential values are not immediately available.  The 

basic concept of the different modifications of panel method is well covered in the book of Katz and 

Plotkin (2001). As was theoretically proven by Hess (1972), quadrilateral flat panel with constant doublet 

distribution is equivalent to a vortex ring made of vortex filament segments placed at the panel edges. The 

constant strength doublet panels are therefore represented by vortex rings, which is an equivalent 

substitution.  

Proper lifting flow is realised using the Kutta condition. The Kutta condition in the form of zero 

circulation on the blade trailing edge is satisfied by adding wake panels to the trailing edge with such 

circulation to cancel the trailing edge circulation. The wake panels are of the same type as blade surface 

panels. For quasi-steady flow (i.e. when the propeller is maintaining constant rotation rate and forward 

velocity) all the wake panels shed by a pair of trailing edge panels maintain constant circulation. Practical 

realization of infinite free form wake is not possible, therefore the wake length is chosen as a compromise 

between precision and computation time.  

The shape of the wake is initialized as a regular helical surface, which already gives satisfying results. An 

original iterative free wake modeling algorithm was implemented to align the wake panels with local 

velocity field (i.e create force free wake). The wake panel nodes are shifted according to the local velocity 

to satisfy the force free condition. This results in a slight change in circulation distribution on the blade 

surface, which together with a different wake panel position changes the induced velocity at each wake 

panel. The procedure is repeated until the wake is fully or at least reasonably well aligned with the flow. 

The structured surface mesh is derived from the same data used for CNC machining of the propeller 

molds. The data consist of a set of equidistant propeller sections - airfoils. Since the implemented panel 

method is sensitive to meshing irregularities, especially sudden changes in paneling density and high 

aspect ratios of panels, it was necessary to interpolate the provided data using splines in order to create 
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proper mesh with arbitrary number of panels. The geometry of one blade is rotated to obtain the second 

blade so the effects of blade interactions are accounted for. 

Convergence and sensitivity studies were performed in order to verify performance of the algorithms. In 

mesh density sensitivity study the result showed that the value of thrust was reasonably converged for 750 

panels, while the value of shaft power (due to induced drag) was showing slight decreasing tendency even 

with 3400 panels per blade. This is in accordance with expectations that numeric integration of pressure 

over the surface estimates induced drag poorly. For more accurate results, the velocity field evaluation in 

the Trefftz plane as described by Katz and Plotkin (2001) would be necessary. Studying the effects of 

wake length showed that wake extending to at least one diameter distance behind propeller is sufficient 

and further increase in length has negligible effects on the solution.       

The panel method has some advantages over simpler models. The method fully considers the actual blade 

geometry and provides results even for highly skewed and swept blades. It allows obtaining the velocity 

information throughout the whole domain, provides pressure distribution on the blade surface and is a 

great tool for simulating wake effects. Its advantages of simulating multi body interactions are especially 

useful in multiblade propeller designs. After some modification to accommodate the unsteady case, an 

off-axis free stream velocity may be defined to simulate aircraft flying in a side slip or a multicopter 

forward flight. On the other hand the panel method fails in predicting lift around stall conditions and 

without incorporating coupled viscous boundary layer model it will always underestimate the drag forces.  

5. Data Comparison 

Both experimental and computed thrust and shaft power were evaluated in dimensionless forms as thrust 

and power coefficients (   and    respectively) and plotted against dimensionless velocity ( ) related to 

the advance ratio: 

    
 

   
   

 (1) 
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 (3) 

Propeller’s efficiency is then defined as: 

   
  

  
    (4) 

    

         Fig. 1: Comparison of thrust coefficient.          Fig. 2: Comparison of power coefficient. 
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            Fig. 3: Comparison of efficiency. Fig. 4: 3D panel method – blade and free wake. 

6. Conclusion 

Three methods for propeller analysis were implemented and used to compute the performance of a 

propeller with a known geometry. An experiment has been carried out to provide experimental data for 

comparison. The thrust of the propeller was sufficiently predicted by all three methods. Even though the 

experimental data for shaft power are quite scattered it is clear that the vortex theory gives too optimistic 

results near static operation. VT+LL method gives very similar results for power as the 3D panel method, 

the curves are only offset from each other. The authors believe that the reason is the inviscid flow 

treatment of the 3D panel method. The propeller efficiency is best predicted by the VT+LL method. The 

Department of Fluid Mechanics and Thermodynamics will put additional effort to implement more 

sophisticated methods for analysis and optimization of propellers. The experimental facility is planned to 

be equipped with new measurement devices in the near future to allow for more reliable validation of 

computational models. 

References 

Alexandrov, V. L. (1954) Aircraft Propellers. Státní nakladatelství technické literatury, Prague, pp. 193-207 (in 

Czech). 

Brandt, J. B. & Selig, M. S. (2011) Propeller Performance Data at Low Reynolds Numbers, 49
th

 AIAA Aerospace 

Sciences Meeting, Orlando, FL. pp. 7-9. 

Depperois, A. (2013) XFLR5 v6.09.06 [software] available at http://www.xflr5.com. 

Hess, J. L. (1972) Calculation of Potential Flow About Arbitrary Three-Dimensional Lifting Bodies, Final Technical 

Report MDC J5679-01, McDonnell Douglas, Long Beach, California. 

Katz, J. & Plotkin, A. (2001) Low speed aerodynamics. Cambridge, UK New York: Cambridge University Press. 

pp. 244-258. 

McBain, G. D. (2012) Theory of Lift. . Hoboken, NJ: Wiley, pp. 169-173. 

Technical Report MDC J5679-01, McDonnell Douglas, Long Beach, California. 

175

http://www.xflr5.com/


 
20

th
 International Conference  

ENGINEERING MECHANICS 2014 

Svratka, Czech Republic, 12 – 15 May 2014 

BLAST PERFORMANCE OF FRC SPECIMENS WITH STEEL FIBERS 

OF LOW DUCTILITY  

M. Foglar
*
, M. Kovář

**
 

Abstract: Due to improved ductility, fibre-reinforced concrete (FRC) shows better performance under blast 

and impact loading compared to conventionally reinforced concrete. Also higher concrete strength shows 

better blast performance. The full scale blast tests of FRC and reinforced concrete specimens were 

performed in cooperation with the Czech Army corps in the military training area Boletice. The tests were 

performed using real scale reinforced concrete precast slabs (6x1.5x0.3m) with varying fiber content, fiber 

type, fiber strength and concrete strength class and 25 kg of TNT charges placed in distance from the slab 

for better simulation of real in-situ conditions. The paper presents conclusions from three sets of tests from 

years 2010, 2011 and 2013: eleven specimens were tested in total. Two specimens of different concrete 

strength were tested as reinforced concrete specimens to provide comparison to the nine FRC specimens of 

different fiber content (0.5% and 1%): polypropylen fibers (length 54 mm, strength of 600 MPa) and steel 

fibers (low ductility, 25 mm long, strength 400 MPa). This paper continues the contributions from years 2011 

and 2012 and shows the results of the experiments from year 2013. 

Keywords:  Blast loading, Fiber reinforced concrete, Spalling of concrete subjected to blast loading. 

1. Introduction 

Due to improved ductility, fibre-reinforced concrete (FRC) shows better performance under blast and 

impact loading compared to conventionally reinforced concrete (Foglar & Kovar, 2013).  

The experiments from year 2013 determine blast performance of FRC with low strength and low ductility 

steel fibers (strength 400 MPa).  

This paper continues results presented in (Foglar et al., 2011) and (Foglar & Kovar, 2012) 

2. Specimens and Materials 

Dimensions of the specimens were designed in real scale of a small span bridge as concrete slabs, 6 m 

long, 1.5 m wide and 0.3 m thick. 

The six specimens were tested in the year 2013, where three of them were made of C30/37 grade concrete 

(fc,cyl = 30 MPa) (specimen No. 8, 9 and 10), three of C55/67 grade concrete (fc,cyl = 55 MPa) (No. 6, 7 

and 11). Steel fibers (FE) 25 mm long with strength 400 MPa and polypropylene (PP) 54mm long 

synthetic fibers with strength 600 MPa were used. The fiber dosage was following: specimen No. 6 80 

kg/m
3
 FE fibers, No. 7 40 kg/m

3
 FE + 4.5 kg/m

3
 PP fibers, No.8 40 kg/m

3
 FE + 4.5 kg/m

3
 PP fibers, No.9 

40 kg/m
3
 FE fibers, No. 10 80 kg/m

3
 FE fibers and No.11 40 kg/m

3
 FE fibers. The dosage of the fibers 

was kept low as it can be achieved on-site. 

The layout of the experiment was practically the same as experiments from years 2010 and 2011. 
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3. Results of the Experiments 

The experiments were focused on the effect of different kinds of fibers, concrete compressive strength 

and its combination on blast performance of concrete. By means of performance, the dimensions of 

puncture and spalling of concrete is understood. The differences in puncture and spalling of concrete on 

the soffit of the slabs can be found in Tab. 1. In this section, the findings presented in Tab. 1 are described 

in detail. 

The concrete of all specimens were tested for compressive strength. The results of probe cubes can be 

seen in Tab. 1. 

The specimens tested in the years 2011 and 2012 are marked by “*”. 

 

Tab. 1: The results of the experiments. 

Specimen No. 1* 2* 3* 4* 5* 6 7 8 9 10 11 

Concrete C30/37 C30/37 C55/67 C55/67 C30/37 C55/67 C55/67 C30/37 C30/37 C30/37 C55/67 

Concrete 
strength 

(cube) 

49.9 

MPa 

41.8 

MPa 

80.0 

MPa 

82.5 

MPa 

41.9 

MPa 

65.0 

MPa 

58.3 

MPa 

45.0 

MPa 

48.0 

MPa 

46.5 

MPa 

65.7 

MPa 

Fibers - 
4.5 

kg/m3 
- 

4.5 

kg/m3 

9.0 

kg/m3 

80 

kg/m3 

40 + 

4.5 
kg/m3 

40 + 

4.5 
kg/m3 

40 

kg/m3 

80 

kg/m3 

40 

kg/m3 

Puncture – top 

surface 0.43 m2 0.26 m2 0.02 m2 - - 0.31 m2 0.30 m2 0.30 m2 1.02 m2 0.36 m2 0.36 m2 

Concrete 
spalling 

(soffit) - < 

concrete cover 

2.35 m2 1.89 m2 1.51 m2 0.73 m2 0.61 m2 1.77 m2 1.93 m2 1.72 m2 2.39 m2 1.96 m2 2.13 m2 

Concrete 
spalling 

(soffit) - > 

concrete cover 

1.71 m2 1.09 m2 1.2 m2 0.44 m2 0.37 m2 1.45 m2 1.63 m2 1.40 m2 2.11 m2 1.41 m2 1.79 m2 

Concrete 
spalling (top 

surface) - < 

concrete cover 

0.43 m2 0.26 m2 0.89 m2 0.68 m2 0.66 m2 0.83 m2 0.67 m2 0.77 m2 1.30 m2 0.78 m2 0.87 m2 

Concrete 
spalling (top 

surface) - > 
concrete cover 

0.43 m2 0.26 m2 0.29 m2 0 0.08 m2 0.77 m2 0.63 m2 0.75 m2 1.21 m2 0.70 m2 0.81 m2 

Concrete 

spalling (left 

side) - < 
concrete cover 

0.52 m2 0.05 m2 0.08 m2 0 0 0.04 m2 0.04 m2 0 0.23 m2 0.06 m2 0.06 m2 

Concrete 

spalling (left 

side) - > 
concrete cover 

0.35 m2 0 0.02 m2 0 0 0.04 m2 0.09 m2 0 0.37 m2 0 0.20 m2 

Concrete 

spalling (right 
side) - < 

concrete cover 

0.34 m2 0.16 m2 0.08 m2 0 0 0.07 m2 0 0 0.24 m2 0.11 m2 0.06 m2 

Concrete 

spalling (right 
side) - > 

concrete cover 

0.23 m2 0.11 m2 0.02 m2 0 0 0.11 m2 0.05 m2 0.05 m2 0.30 m2 0.17 m2 0.14 m2 

Volume of 

crushed 
concrete 

0.23m3 0.15m3 0.20 m3 0.05 m3 0.06 m3 0.20 m3 0.25 m3 0.26 m3 0.45 m3 0.24 m3 0.27 m3 

Permanent 

deflection 0.31 m 0.37 m 0.28 m 0.30 m 0.26 m 0.31 m 0.30 m 0.45 m - 0.45 m 0.32 m 
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The specimen No. 1 is determined as a reference specimen. 

The specimen No. 6 was the one less damaged. The area of the puncture is 0.31 m
2
, volume 0.09 m

3
, 

which represents 3.4% of the total volume of the specimen. Total volume of the damaged concrete 

(puncture + spalling) is 0.20 m
3
, which represents 7.4% of the total volume of the specimen. The area of 

the puncture was reduced by 28% in comparison to specimen No. 1, the total volume of the damaged 

concrete was reduced by 13% in comparison to specimen No. 1. The damage of the left side of specimen 

No. 6 was reduced by more than 80%, the damage of the right side was reduced by more than 50%. The 

deflection was 310 mm. The shape of the deflection was similar to deflection from point loading in the 

mid-span of the specimen. The deflection was the same in comparison to specimen No. 1. 

The specimen No. 7 was approximately equally damaged. The area of the puncture is 0.30 m
2
, volume 

0.09 m
3
, which represents 3.3% of the total volume of the specimen. Total volume of the damaged 

concrete (puncture + spalling) is 0.25 m
3
, which represents 9.3% of the total volume of the specimen. The 

area of the puncture was reduced by 31% in comparison to specimen No. 1, total volume of damaged 

concrete was increased by 9% in comparison to specimen No. 1. The damage to the sides was reduced by 

85%. The deflection was 300 mm. The shape of the deflection was similar to deflection from point 

loading in the mid-span of the specimen. The deflection was reduced by 3% in comparison to specimen 

No. 1. 

The specimen No. 8 was approximately equally damaged. The area of the puncture is 0.30 m
2
, volume 

0.09 m
3
, which represents 3.3% of the total volume of the specimen. Total volume of the damaged 

concrete (puncture + spalling) is 0.26 m
3
, which represents 9.6% of the total volume of the specimen. The 

area of the puncture was reduced by 31% in comparison to specimen No. 1, total volume of damaged 

concrete was increased by 10% in comparison to specimen No. 1. The damage to the sides was 

completely reduced by 95%. The deflection was 450 mm. The shape of deflection was similar to 

deflection from point loading in the mid-span of the specimen. The deflection was increased by 45% in 

comparison to specimen No. 1. 

The specimen No. 9 did not sustain the loading and collapsed. The specimen No. 9 after blast can be seen 

in Fig. 1. The area of the puncture is 1.02 m
2
, volume 0.31 m

3
, which represents 11.3% of the total 

volume of the specimen. Total volume of the damaged concrete (puncture + spalling) is 0.45 m
3
, which 

represents 16.7% of the total volume of the specimen. The area of puncture was increased by 131% in 

comparison to specimen No. 1, total volume of damaged concrete was increased by 95% in comparison to 

specimen No. 1. The damage to the sides was 100% because area of puncture intervened over the whole 

width of slab. Cross-section of slab in mid-span was represented by steel reinforcement only. 

 

Fig. 1: The specimen No. 9 after the blast. 
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The specimen No. 10 was approximately equally damaged as specimen No. 6. The area of the puncture is 

0.36 m
2
, volume 0.11 m

3
, which represents 4% of the total volume of the specimen. Total volume of the 

damaged concrete (puncture + spalling) is 0.24 m
3
, which represents 8.9% of the total volume of the 

specimen. The area of puncture was reduced by 16% in comparison to specimen No. 1, total volume of 

damaged concrete was increased by 9% in comparison to specimen No. 1. The damage of the left side of 

specimen No. 10 was reduced by more than 85%, the damage of the right side was reduced by more than 

75%. The deflection was 450 mm. The shape of deflection was similar to deflection from point loading in 

the mid-span of the specimen. The deflection was increased by 45% in comparison to specimen No. 1. 

The specimen No. 11 was approximately equally damaged. The area of the puncture is 0.36 m
2
, volume 

0.11 m
3
, which represents 4% of the total volume of the specimen. The total volume of the damaged 

concrete (puncture + spalling) is 0.27 m
3
, which represents 10% of the total volume of the specimen. The 

area of puncture was reduced by 16% in comparison to specimen No. 1, total volume of damaged 

concrete was increased by 17% in comparison to specimen No. 1. The damage of the left side of 

specimen No. 10 was reduced by more than 80%, the damage of the right side was reduced by more than 

65%. The deflection was 320 mm. The shape of deflection was similar to deflection from point loading in 

the mid-span of the specimen. The deflection was increased by 3% in comparison to specimen No. 1. 

4. Conclusions 

The results from the experiments focused on determining blast performance of fiber reinforced concrete 

with low ductile steel fibers are described in this paper.  

There is only slight positive effect of the added FE fibers on the damage of the specimens in comparison 

with reference specimen No. 1. 

All specimens (No. 6–11) were more damaged at top surface than reference specimen No.1. 

The extent of damage of all specimens (No. 6–11) was approximately the same as reference specimen  

No. 1. 

The extent of damage slightly decreased with the increased fiber content, increased fiber strength and 

increased concrete strength. The combination of shear strength and fracture energy is the decisive 

material characteristics for determining the blast performance.  
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Abstract: In this paper, doctors want to draw attention to the possibilities of treatment of complicated 

fractures of limbs and pelvis. They present their own experiences with the treatment of these fractures by 

using various types of internal and external fixation. In this paper, engineers report about the new design, 

testing and numerical modelling of external and internal fixators invented at the VŠB - Technical University 

of Ostrava and at the Trauma Centre of The University Hospital in Ostrava and at the Pardubice Regional 

Hospital together with MEDIN a.s. company. These fixators are intended for the treatment of open, unstable, 

extraarticular or intraarticular and other types of complicated fractures in traumatology and orthopaedics 

for humans or animals limbs. The new design of external fixators is based on the development of Ilizarov and 

other techniques (i.e. shape and weight optimization based on composite materials, application of smart 

materials, nanotechnology, low x-ray absorption, antibacterial protection, patient's comfort, reduction in the 

duration of the surgical treatment, and cost). Similarly, the new intramedullary nail C-NAIL (i.e. an example 

of internal fixator) is intended for minimal-invasive fixation of intraarticular calcaneal fractures. 

Keywords:  External and internal fixators, Traumatology, Design, Numerical modelling, Experiments, 

Calcaneal nail. 

1. Introduction 

Changes in lifestyle, wars in the world, increased age of population, accidents and development of 

endoprosthetics etc. are connected with increased occurrence of many types of unstable, opened, 

periprosthetic and other types of complicated fractures in recent years, see Figs. 1 and 2. There are 

descriptions of several possibilities of treatment of these fractures including their complications. Hence, 

the complicated fractures are an important therapeutical problem for their individual and specific 

character. Among the general risk factors we can include possible infects, osteoporosis, rheumatoid 
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arthritis, treatment with corticosteroids and naturally other diseases which may affect healing processes of 

patients. There is still continuing debate which treatment option is optimal for these patients. There is no 

consensus on the technique to be used but logically it must be minimally invasive to decrease mortality 

and morbidity. Stable osteosynthesis obtained by minimal invasive techniques assures more rapid fracture 

union. Therefore, treatment of fractures is a challenge for the surgeon, see for example 

Džupa et al. (2013), Pleva (1992), Seligson et al. (2012), Solomin et al. (2012), Stehlík et al. (2010) etc. 

  a)              b) 

Fig. 1: a) X-ray Rorabeck type II fracture (periprosthetic) – lateral view; b) Musculoskeletal fractures. 

 a)          b) 

Fig. 2: a) X-ray of fracture of pelvis and its acetabulum (anteroposterior radiograph - transverse with 

posterior wall acetabular fracture), b) X-ray of a depressed calcaneal fracture. 

Usually, there is no consensus on the surgical management of fractures (external fixation versus internal 

fixation etc.). However, this text is focused on the treatment of complicated fractures solved via external 

fixation (examples for limbs and pelvis, see Fig. 1 and 2a) and internal fixation (example for calcaneus, 

see Fig. 2b) and their engineering verification via numerical methods and laboratory testing. Hence, the 

authors report about their work, development and cooperation between the VŠB - Technical University of 

Ostrava, the Trauma Centre of The University Hospital in Ostrava, the Pardubice Regional Hospital and 

MEDIN a.s. company, for example see Frydrýšek et al. (2011, 2011a and 2013) and http (2014). 

2. External Fixators 

External fixators can be applied in traumatology, surgery and orthopaedics for treatments such as: open 

and unstable (complicated) fractures, limb lengthening, deformity correction, consequences of 

poliomyelitis, foot deformities, hip reconstructions, etc. Hence, external fixators can be used for treatment 

of humans and animals, for example see Fig. 3 (i.e. one story of a patient treatment in Ostrava), see 

Frydrýšek et al (2013). 

In references Frydrýšek et al. (2011 and 2011a), the way for designing of a new external fixators which 

satisfy the new trends in medicine is presented (i.e. rtg. invisible of the outer parts of fixators, 

antibacterial protection, new materials and new design etc.). 

Numerical modelling and laboratory experiments based on the previous skills, see references 

Frydrýšek et al. (2011, 2011a and 2013), as support for research and design, are very important parts of 

the solution, see Fig. 4 (i.e. applications of FEM and experiments – fixator for fractures of limbs) and 

Fig. 5 (i.e. applications of FEM – fixator for fractures of pelvis and its acetabulum). 
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Fig. 3: Post-operative X-ray snapshot and a patient after the external fixation of periprosthetic fracture 

above the knee arthroplasty, see reference Frydrýšek et al (2013). 

 a)     b)    c) 

Fig. 4: External fixator for limbs: a) FEM – total displacements in the structure; b) Experiments in our 

laboratory; c) Quasi-static cyclic overloading of the fixator. 

      a)        b) 

Fig. 5: External fixator for treatment of pelvis and its acetabulum: a) Design and application;  

b) FE modelling - equivalent stresses. 

3. Internal Fixators 

Internal fixation is an operation in orthopaedics and traumatology that involves the surgical 

implementation of implants for the purpose of repairing a bone. Usually, an internal fixator may be made 

of stainless steel or titanium. Types of internal fixators include bone screws and metal plates, pins, rods, 

Kirschner wires and intramedullary devices such as the Kuntscher nail and interlocking nail etc. 

         

Fig. 6: C-NAIL and its application. 
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This chapter is focused mainly on the C-NAIL, see Fig. 6 and reference http (2014), i.e. the 

intramedullary nail for minimal-invasive fixation of intraarticular calcaneal fractures. The principle is to 

stabilize with the nail the four to five main fragments of the fractured calcaneus in conjunction with up to 

seven interlocking screws and thus creating angular stable fixation. The maximum of stability is achieved 

by fixing the sustentacular fragment towards the nail with two interlocking screws guided by a very 

precise aiming device. 

Numerical modelling for the C-NAIL rested in a broken calcaneus was performed, see Fig. 7 (i.e. 

applications of FEM – strength analyses). 

             

Fig. 7: C-NAIL (FE model of a broken calcaneus and acquired maximal displacement 

 for dynamic overloading). 

This is our first, but important, mention about our C-NAIL modelling. So far, in the world, there are not 

any numerical solutions (stress and displacement assessment etc.) for any type of intramedullary 

calcaneal nail. 

4. Conclusion 

According to the results and applications presented in this text (i.e. some examples of external and 

internal fixators), the verifications of these fixators are sufficient. Therefore, the fixators can be used for 

treatment of patients. 

This is our first and original information about our C-NAIL modelling. Application of C-NAIL is a new 

and innovative trend in mini-invasive traumatology and orthopaedics. C-NAIL is a good alternative for 

older and typical treatments performed via calcaneal plating systems. 
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Abstract: This paper analyzes shape deviations of the bar surface, which was straightened in the 

straightening machine. Computational modelling of the straightening process is solved numerically using the 

finite element method (Skalka et al, 2014). The outer diameter of the bar is 20 mm and its length is 6 m. The 

original curvature of the bar had a curvature radius R = 180 m. The shape deviations were analysed using 

the algorithm that was developed within the framework of the stress state analysis performed in ceramic 

heads of total hip replacement (Fuis et al., 2009 and 2011). 

Keywords:  Oblique straightening machine, Finite element method, Shape deviations. 

1. Introduction 

Straightening of bars in the straightening machine is a technological standard way (Petruska et al., 2012). 

The principle of straightening is based on the passage of the bar through straightening rollers which 

alternately bend the bar. Computational modelling of straightening process is described in greater detail in 

the article (Skalka et al., 2014), including the setting of individual straightening rollers. A scheme of 

straightening is shown in Fig. 1 where the x-coordinate is given by the coordinate of bar axis. An analysis 

of dynamics and vibrations in the process of bar straightening are covered by the article (Lošák, 2014). 

 
Fig. 1: Structure of oblique straightening machine (Skalka et al., 2014). 

After the passage of curved bar (with model curvature R = 180 m and bar length of 6 m) through the 

straightening machine, it is possible to analyze both the macroscopic shape deviations from straightness 

(residual curvature) – Fig. 2, and also microshape deviations from a circular shape of the bar surface. 

These microshape deviations are caused by plasticization of bar surface layers. Fig. 3 shows the 

isosurfaces of von Mises equivalent stress in the straightened bar. It can be seen that on the surface there 

occur the regions with high values of stress (which acts only on the surface of the bar (under the surface 

are the value of the stresses low – Figs. 3 and 4); these regions are alternately repeated. High values of 

equivalent stress on the surface will also affect the final shape, which will not be circular any more, but 

microshape deviations will occur in it. 
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Fig. 2: Deformation of the bar before and after the straightening. 

 

 

Fig. 3: Isosurface of Von Mises equivalent stress in the bar after straightening [MPa]. 

2. Methods  

Microshape deviations on the bar will be analyzed by methodology that was developed for the analysis of 

the influence of shape deviations on the tapered surfaces of the head and stem of total hip replacement 

(Fuis et al., 2009 and 2011). In the first phase, a macroshape deviation of bar will be compared (deviation 

from straightness) before and after the passage through the straightener - Fig. 2. The maximum deviation 

before straightening was about 24 mm; after passing through the straightener, it was reduced to 10 mm. 

In terms of microshape deviations we will focus on the centre of the bar, where between the coordinates x 

(2850 mm - 3100 mm) the values of equivalent stress on the bar surface are significantly changed  

(Fig. 3). Fig. 4 shows how a equivalent stress acts to the depth of the bar in the individual cross sections. 

 

Fig. 4: Isosurface of Von Mises equivalent stress in the some sections of the bar after 

straightening [MPa]. 
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3. Results and Discussions 

Microshape deviations in the individual cross sections are shown in cylindrical coordinates (r and φ –  

Fig. 5) in order to compare them. These deviations are always quantified in the local coordinate system, 

which was newly created for each cross section (each x-coordinate). The reason is that after passing 

through the straightening machine, the bar is not straight (see Fig. 2) and thus it is not possible to use a 

global cylindrical coordinate system. The local cylindrical coordinate systems that were created from the 

nodes lying in the given plane show, however, deviations in the order of hundredths of degree (local  

axis z). This deviation is the most apparent in Fig. 5, where, in the given cross section, in addition to the 

radius, the value of axial displacement uz is also plotted (displacement in the direction perpendicular to 

the cross section and the extreme values uz are almost similar in absolute value). The deviation of normal 

(local axis z) causes the mean value of points of the outer surface of the bar (radius r in the Fig. 5) in the 

given cross section to oscillate circumferentially (along the angle φ – Fig. 5). 

 
Fig. 5: Shape deviations (r and uz) of the bar’s surface in the local coordinate system. 

If the determined values of the radii are fitted with polynomial curve, we will obtain a curve that 

corresponds to the mean value of the radius – Fig. 6. If the local coordinate system is created exactly, this 

mean value of radius will be constant; however, this is not our case. Therefore, it is necessary to 

determine the value of the radius for a given angle φ as the distance from the mean value of radius - see 

Fig. 6. Thus we will obtain a course of radius value depending on the position (angle φ) for each cross 

section (in our case only for section x = 3000 mm – Fig. 7). 

 
Fig. 6: Radius of the bar’s surface in the local coordinate system and polynomial fitting. 
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Fig. 7 illustrates the high variability of the radius for different φ angles in the given cross section and a 

respective course of equivalent residual strains. The analysis of this figure shows that the radius of the bar 

in the given cross section can be found in a certain zone (zone width changes from -0.3 mm to 0.05 mm 

(minimal and maximal radius deviation – Fig. 7)) and it is oscillating a great deal, which may be caused 

by numerical calculation or by the vibrations of the bar during the straightening process. Moreover, no 

correlation has been proved between regions with high value of equivalent stress and the corresponding 

change in radius. 

 
Fig. 7: Radius deviation around the cross section. 

4. Conclusions 

The performed analysis of reduced stress in the bar straightened in the straightener shows that the 

straightener was improperly set and this caused a non-uniform plasticization of the bar. The analysis of 

deviations of bar radius shows that it does not correspond to the reduced stress at the given location, 

which confirms the above conclusion. 
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Abstract: In the paper the class of relatively simple constitutive models of hyperelastic non-homogeneous 

composite materials with isotropic matrix reinforced with continuous fiber families is proposed. The model 

was formulated on the basis of strain energy additivity assumption. Proposed class of constitutive models 

reduce in approximation to the classical for linear theory models of fibrous composites, where full bounding 

between matrix and fibers is assumed. The strain energy potential for proposed model is a poly-convex 

function, what ensure existence of solution of boundary value problems for hyperelasticity and good 

numerical conditioning. Constitutive relationships expressed in objective incremental form are implemented 

in FORTRAN in user procedure UMAT of FEM system ABAQUS. The numerical tests were carried out to 

check correctness of the implementation, and two types of boundary value problems of tubes 

tension/compression tests are solved. 

Keywords:  Anisotrophy, Hyperelasticity, Fibre-reinforced materials, Constitutive models. 

1. Introduction 

Composite materials in the form of isotropic matrices reinforced with fibers are commonly used in 

technical applications because of their desirable mechanical properties. The main goal of fiber insertion 

into matrix is to obtain needed mechanical properties understood as desired stiffness and assumed 

strength. The fundamental condition to obtain planed mechanical properties of composite is a good 

coupling between components (in this case between fibers and matrix). And this assumption was a 

starting point several years ago for proposition of fiber composite theoretical model based on mixture 

theory, cf. Spencer (1972), Boehler (1987). Such models implemented in small deformation theory are 

very usefull in case of many engineering problems from geotechnical applications for geosynthetic grid 

modeling to aircraft skins modeling. The fundamental motivation for development of anisotropic 

hyperelastic constitutive models was and still is biomechanics and mechanics of woven materials. In case 

of biomechanics and soft tissue constitutive modeling, the application of large deformation theory is well-

founded, cf. Bonet & Wood (1997). Unfortunately, in other mechanic disciplines the need for large 

deformation theory application is not always well understood. For example, geosynthetic grid becomes 

reinforcement for soil when soil deformation is large, when differences between configurations are 

significant. Then it follows that application of theory with nonlinear geometry is needed. On the other 

hand it is inadmissible in continuum mechanics to use so called “physically linear” constitutive models, 

because they are not fulfilling all basic requirements resulting from objectivity and energy conservation 

rules. The simplest theory in which all requirements are fulfilled is theory of hyperelastic materials, and a 

class of constitutive models for fiber reinforced materials considered herein is situated in group of 

anisotropic hyperelastic constitutive models (especially orthotropic and transversally isotropic 

hyperelastic materials, cf. Jemioło & Telega (2001)). The main goal of this paper is to extend previously 

presented constitutive model (Gajewski & Jemioło, 2007) in such a way that allows analysis of 

composites in which matrix is reinforced with many fiber families and its illustration on some non-trivial 

numerical examples. 
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2. Basic Assumptions and Constitutive Model of Anisotropic Hyperelasticity 

Strain energy function (SEF) of hyperelastic material reinforced with several fiber families can be 

postulated in the following additive form: 

 
1 1

1
N N

n M n Rn

n n

p p
 

 
      

 
  , (1) 

where 
M  is a strain energy function for matrix (SEFM), 

Rn are elastic strain energy functions of fiber 

families (SEFR), and 
np  stands for volume ratio of fibers in material volume unit. Matrix material is an 

isotropic material, for which SEF function is isotropic with respect to right deformation tensor TC F F , 

and left deformation tensor TB FF , where F  is so called deformation gradient tensor. The tensor F  

has a positive determinant det 0J  F , and symbol “T” in above relations stand for tensor transposition. 

According to the above assumption (isotropic function) the SEFM  1 2, ,M W I I J   is a function of 

three non-reducing invariants of deformation tensor: 
1 trI  C ,  2 tr cofI  C  and det detJ  F C . The 

SEFR function of n-th fiber family, which “works” in direction described with vector  nm X , is 

approximated as: 

  
2

4 1
4

Rn
Rn n

E
I   , (2) 

where 4
ˆtrn nI  M . The ˆ

nM  tensors represent parametric tensors 
n n n M m m  in actual configuration 

(e.g. ˆ T

n nM FM F ). In (2) the 
RnE  parameter have an interpretation of Young modulus of n-th fiber 

family. In this paper we are considering a special case of SEFM function, so called Ciarlet model for 

compressible materials: 

      2

1 23 1 3 ln
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 


 
               

 
, (3) 

also discussed in Jemioło (2002), where  
1

2 1
4

o o f        . The parameters: 
o  and 

o  can be 

interpreted as Lame constants. Function (3) is a poly-convex one and fulfills appropriate conditions of 

growth of elasticity potential if and only if 0o  ,  0,1f   and  2 1o o f   , cf. Jemioło (2002). 

From local energy and mass conservation laws (altogether with balance equations of linear and angular 

momentum) one can obtain the Kirchhoff stress tensor for matrix made of Ciarlet model in the following 

form: 

      2 2

0 0 1 0 0 0 0

1 1
1 2 1

2 2
M f f I f J     

 
         

 
τ B B B I . (4) 

From (2) one can obtain the following relation for Kirchhoff stress in n-th fiber family: 

  4
ˆ1Rn Rn n nE I τ M . (5) 

So, the constitutive relationship for material reinforced with fiber families is as follows: 

 
1 1

1
N N

n M n Rn

n n

J p p
 

 
    

 
 τ σ τ τ , (6) 

where σ  is a Cauchy’s stress tensor. The proposed constitutive model was implemented in the finite 

element method program ABAQUS through UMAT procedure for which constitutive relationship (6) has 

been rearranged into an incremental form, cf. ABAQUS (2000a and b). 

3. Compression and Tension Tests of an Elastic Reinforced Tube 

The problem of compression/tension of elastic reinforced tube in the direction of it’s axis by applying 

displacement boundary conditions at the bottom and top base is considered. On the other parts of pipe 

outside surface the zero stress boundary conditions are assumed. The pipe is made of hyperelastic 
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material with fiber reinforcement, characterized by constitutive relationship expressed by (6). The four 

cases are considered, i.e. lack of reinforcement, the reinforcement overlaps with direction 3, 

reinforcement is placed circumferentially and reinforced is placed helicoidaly, see Fig. 1. It is worth 

emphasizing that fiber placement directions are given in reference configuration, and during deformation 

undergo local changes. 

 

Fig. 1: FEM mesh for pipe of 100 mm length (Rw=8 mm, Rz=10 mm) with indication of node groups 

where boundary displacement conditions were assumed. 

For the node group marked as Node_ZH (all nodes belonging to the top base of the pipe together with 

nodes laying on interior and exterior side surfaces but not further from the edge than 6 mm) the zero 

displacement boundary conditions for all three displacement components are assumed. Next, all nodes 

marked as Node_Z0, cf. Fig. 1, were joined with some reference node by applying multi-point constraints 

(MPC) option which gives the possibility to assume displacement boundary conditions for all nodes 

through reference node. In that case, in reference node the zero displacement boundary conditions for 

components 1u  and 2u  (preserving circular shape) and for all rotation angles were assumed. The pipe 

compression is obtained by assuming non-zero displacement 3u  =-20 mm, and in case of tension test  

3u  = 50 mm. The following material data were assumed: p = 0.05, 
0  = 1.0

ME , 
0  = 1.5

ME ,  

ZE  =  26
ME , where 

ME  is an initial Young’s modulus of matrix material, and f = 0.2. 

All tasks were solved using standard Newton-Raphson incremental algorithm. The graphs of resulting 

cumulative compression and tension forces (denoted as 
ccF  and 

ctF , respectively) in reference node as a 

function of displacement 3u  are shown in Fig. 2. In Fig. 3 the contour graphs of Mises stresses on 

deformed compressed tubes configurations are presented for minimum obtained forces (beginning of 

local or global buckling). The main goal of this example is a comparison of solutions obtained for 

hyperelastic isotropic material with solutions obtained for implemented constitutive models of 

hyperelastic materials reinforced with differently placed fiber families. 

 

Fig. 2: The compression/tension cumulative force as a function of displacement u3  

for different types of fibre reinforcement. 
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a) b) 

  
c) d) 

  

Fig. 3: Contour graphs of Mises stresses for compression tests in the configuration corresponding to 

minimum force, as indicated in Fig. 2. 

4. Final Remarks 

In the paper the constitutive relationship for anisotropic hyperelasticity in case of fibre reinforced 

materials has been shown altogether with its numerical implementation in FEM system ABAQUS. Some 

example applications illustrating the compression/tension of the differently reinforced tube is presented 

proving correctness and robustness of the implementation. The most suitable application area for 

proposed relationship is probably biomechanics, and modeling of vasculature consisting of a complex 

system of arteries, arterioles, capillaries and veins. 
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Abstract:  This paper shows review of base isolation techniques and other ones used around the world. The 

basic idea of base isolation is to decouple the building structure from damaging components of the harmful 

motion. This paper summarizes a review of articles on base isolation techniques in building structures. 

Rubber bearing, lead rubber bearing, friction pendulum and other types of isolators will be described. 

Keywords:  Base isolation, Vibration control, Damping. 

1. Introduction 

Base isolation separates the structures from the harmful motion of the ground by providing flexibility and 

energy dissipation capability through the insertion of the devices so called isolators between the 

foundation and the building structure (Ismail et. al., 2010).  

Various vibration control strategies are employed to reduce the effect of harmful vibrations. They can be 

divided into four categories: passive, semi-active, active and hybrid control (Fig. 1). 

There are following systems of passive control:  

(1) base isolation (elastomeric rubber bearing, elastomeric lead rubber bearing, elastomeric high 

damping rubber bearing, friction pendulum, sliding with restoring force, sliding with yielding 

devices),  

(2) energy dissipation devices (viscous damper, viscoelastic damper, hysteretic damper, friction 

damper, electro-magnetic damper),  

(3) mass dampers (tuned mass dampers, tuned liquid dampers, impact damper).  

Energy dissipation devices are generally installed as integral parts of building structures (Gołębiowska & 

Rojek, 2010).  

Tuned mass damper (TMD) consists of the mass, spring and damping element. The frequency of the 

TMD is generally tuned to the fundamental frequency of the primary structure. They are placed in 

buildings, chimneys, masts, towers and other tall structures (Gołębiowska & Sakiewicz, 2008).  

In this paper, a brief description of the basic construction, mechanical behaviour of selected type base 

isolation is presented.  

2. Base Isolation 

A variety of base isolation bearings have been developed and implemented around the world for many 

years. In general, base isolation is classified into two categories: (1) bearing (elastomeric, sliding), (2) 

others systems (spring, rollers, sleeved piles, hybrid systems, etc.). The main concept base isolation is 

explained in Fig. 2. The shift of the fundamental period of the structure out of the range of dominant 

excitation frequencies is the base of this concept. The local soil conditions have a great impact on the 

reliability of the base isolation (Symans, 2004). 
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Fig. 1: Various types of vibration control. 

 

 

 

Fig. 2: Concept of base isolation (Symans, 2004). 
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Elastomeric bearing is composed of alternating layers of natural, or synthetic, rubber bonded to 

intermediate steel shim plates (Fig. 3). Elastomeric bearing can be classified into two categories: low-

damping rubber and high-damping rubber. 

Fig. 4 shows improved version of elastomeric rubber bearing where a centrally located lead core inside is 

introduced, which has energy dissipating capacity. Then, isolator essentially works as hysteretic damping 

device.  

 

Fig. 3: Elastomeric rubber bearing: a) Sectional details; b) Schematic diagrams; c) Force deformation 

behavior (Patil & Reddy, 2012). 

 

Fig. 4: Lead rubber bearing: a) Sectional details; b) Schematic diagrams; c) Force deformation behavior 

(Patil & Reddy, 2012).  

 

Fig. 5: Friction pendulum base isolator: a) Friction pendulum system; b) Roller pendulum system  

(Patil & Reddy, 2012). 
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Sliding bearing support the weight of structure on a bearing that rest on a sliding interface. Most sliding 

bearings use polytetrafluorethylene type material and stainless steel for bearing material at the sliding 

interface. The single friction bearing consists of a base plate, an articulated slider and a spherical concave 

dish (Fig. 5). Sliding bearing dissipates energy by friction, and may use a separate mechanism to provide 

a self-centering capability or employ a curved sliding surface that may be spherical, conical or of varying 

curvatures.  

There are some other types of isolators: springs, rollers and sleeved piles. Spring isolators and rollers are 

used for machinery isolation. The disadvantage of springs is little damping. Rollers are more resistant to 

service load as springs. Sleeved piles provide flexibility but no damping. 

Nowadays hybrid isolation systems are often used, because they are high performance in reducing 

vibration, possess the ability to adapt to different loading conditions and are able to control multiple 

vibration modes. 

3. Conclusion 

Common vibration control systems in use today include elastomeric and sliding bearings with and 

without energy dissipation devices and/or mass dampers. The benefit of base isolation is that the damping 

capacity can be obtained in one device. However, because the nonlinear vibration characteristics of base 

isolation devices the vibration reduction is not optimal for a wide range of input ground motion 

intensities. For wide range of excitation the hybrid control strategies can be effective, consisting of a base 

isolation combined with passive energy dissipation devices and mass dampers. Due to limit of paper 

sheets, in this article only the important selected isolators were shown. 
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Abstract: With the usage of modern cementitious materials, structural elements are designed more slender. 

For structures subjected to cyclic loadings this means higher stress ranges and thus higher probability of 

fatigue failure. Structures of transport infrastructure which are mainly exposed to cyclic loading are often 

located in places of aggressive environment. The paper presents a theoretical study, part of a long-term 

experimental research focused on the effect of coupled deterioration by aggressive environment and cyclic 

loading on the concrete specimens. The evaluation of the deteriorative effect of aggressive environment is 

based on kinetics of chemical reaction between concrete and aggressive solution of hydrochloric acid. 

Keywords: Concrete, Deterioration, Aggressive environment, Cyclic loading. 

1. Introduction 

Fatigue can be defined as a process of permanent progressive changes in the structure of material 

subjected to cyclic loading. The influence of fatigue on changes in material structure has been studied by 

many authors as has been described in Foglar & Göringer (2013). The influence of cyclic loading on the 

deflections of concrete samples was developed by Holmen (1979) and further extended by Foglar (2010). 

The influence of aggressive environment can be divided into two types of deterioration mechanism, 

mechanical – agents contained in aggressive environment crystallize in the pores of the material and 

cause pore pressures and consequently lead to the formation and propagation of cracks in the material 

matrix, chemical – the material is exposed e.g. to acid solution which reacts with concrete components 

and successively weakens composition of the binder. The phenomenon of chemical deterioration has been 

extensively investigated with regard to the effect of acid rain on concrete structures, the summary can be 

found in Göringer & Foglar (2014).  

Both areas of material damage (fatigue caused by cyclic loading, deterioration due to the aggressive 

environment) are widely explored. However, the interaction of these two adverse effects has not yet been 

properly quantified. 

For evaluation of the interaction of the mentioned phenomena, a long-term experimental program was 

proposed.  

2. Methodology 

2.1. Aggressive environment and its definition 

The set of European standards, namely EN 206-1, defines the exposure classes of aggressive 

environment. The most severe class XA3 is defined as environment with value of pH equals to 4.0 which 

corresponds to concentration of H
+
 ions, which cause the acidity of solution, cH+ = 10

-4
 mol/dm

3
.  

In the developed (and below described) experimental program, an aggressive environment consisting of 

hydrochloric acid (HCl) solution of pH 2.0 is considered to speed up the deterioration process. 
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2.2. Chemical deterioration of concrete 

The rate of chemical deterioration of concrete is primarily affected by the concentration of H
+
 ions. As 

a main deteriorative reaction which weakens the composition of binder, the neutralization defined in (1) 

can be assumed. The dissolution of ferrite or aluminate hydrates occurs at lower values of pH and in 

a lesser extent than the dissolution of calcium hydroxide (Ca(OH)2). This assumption was proposed and 

verified by Pavlík (1994). This assumption will be used in the research. 

   2 22
2 2HCl Ca OH CaCl H O     (1) 

With the depletion of calcium hydroxide from the concrete surface layers, it can be assumed that the rate 

of deterioration of the concrete ceases to be primarily dependent on the solution pH and that it will switch 

to the diffusion phenomenon that is mainly influenced by the concrete permeability.  

2.3. Formulation of the problem to be solved 

Let it be assumed that the major effect on the strength of the concrete can be attributed to the content of 

calcium hydroxide (CaO) in the cement, which during the hydration process changes to hydration 

products. When using the known concrete mix design, it is possible to determine the initial concentration 

of Ca
2+

 ions and thus determine the maximum capacity for neutralization from the amount of cement and 

its content of Ca(OH)2. 

To determine the kinetics of reaction it is appropriate to use the rate equation, which in the case of 

neutralization according to (1) has the following form: 

 
H

Ca
Ca Ca

dc
k c c

dt

     (2) 

where cCa, cH = Ca
2+

, H
+
 ions concentration, t = time, kCa = rate constant, α, β = reaction order. 

In the case, that the proposed mechanism is correct and corresponds to the experimental data set, it is 

possible to use the relation established in (2) for further calculations e.g. loss of calcium ions. The rate 

constant kCa have to be determined experimentally using additive properties, for example the change of 

pH over time, or with use of chemical analysis methods as flame atomic absorption spectroscopy (AAS). 

 Returned to the assumption that the total amount of CaO in the mixture affects the compressive strength 

of the concrete, it is possible to develop the relationship between the time loss of Ca
2+

 ions from the 

material matrix caused by the aggressive environment and decrease of the compressive strength. The 

result of the chemical deterioration process is from this viewpoint primarily the reduction of compressive 

strength as outlined below. 

For the description of fatigue deterioration the compressive strength is used in all previously mentioned 

approaches for modeling fatigue damage. Prerequisite for coupled deterioration due to aggressive 

environment and fatigue caused by cyclic loading is to combine reduction of compressive strength of both 

damage components. The principle of interaction of both types of damage can be seen in Fig. 1. 

 

Fig. 1: Principle of interaction of damage components due to fatigue and material deterioration. 

2.4. Diffusion and corroded layer 

Due to the nature of concrete as a material, the basic problem for evaluation of specimen deterioration 

degree is diffusion of aggressive agents through material matrix. 
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Pavlík (1994) states that the transport of H
+
 ions may be considered as steady-state diffusion due to slow 

increase of the corroded layer thickness. Two boundary conditions are proposed – on the surface of the 

concrete specimen the concentration of H
+
 ions is equal to concentration of aggressive solution; in contact 

of the corroded and uncorroded layer the concentration pH value is due to neutralization around  

7 (cH+ = 10
-7

 mol/dm
3
). The gradient dcH+/dx is nearly constant. The pH distribution through the corroded 

layer according to mentioned assumptions can be seen in Fig. 2. 

From the viewpoint of the conventional diffusion it is possible to describe the transport process of H
+
 ions 

with the Fick’s second law of diffusion (3). Mathematical solution considering constant diffusion 

coefficient, boundary and initial conditions is stated respectively in (3). 

  
2

02
, 1 erf

2

c c x
D c x t c

t x Dt

    
     

    
  (3) 

where c = is concentration, D = diffusion coefficient, x = location from surface, c0 = solution 

concentration, erf = Gauss error function. 

The time and location dependent pH distribution according to (3) and the comparison of the pH 

distribution according to (3) and Pavlík (1994) for time t = 365 days and initial concentration  

c0 = 10
-4

 mol/dm
3
 (pH = 4) can be seen in Fig. 2. This comparison shows disagreement in both mentioned 

approaches. The suitability of the applicable approaches will be tested in the experimental program. 

 

Fig. 2: In time pH distribution for (4) (left), comparison of (4) and approach in Pavlík (1994) (right). 

If the pH distribution through the corroded layer according to Pavlík (1994) proves to be valid, there is a 

possible presumption that for the deterioration degree evaluation, the time variable surface exposed to 

aggressive environment can be used. At the basis of the kinetics of chemical reaction (1) (experimental 

data are required) the amount of dissolved Ca
2+

 ions can be determined. For known mix design, it is then 

possible to identify the possible thickness of the layer with almost none Ca
2+

 ions. This layer may be 

eliminated from further diffusion process.  

Evaluation of the compressive strength. The compressive strength is the decisive characteristics both for 

its fatigue and deterioration performance. For the mix design of concrete the Féret equation (Féret, 1892) 

for compressive strength of concrete is commonly used (4). 

    
2

c
ck f mc

c w a

v
f t k t f

v v v

 
  

  
  (4) 

where fck = compressive strength of concrete (function of time) kf = Féret coefficient (function of time), 

fmc = resistance of cement in 28 days, vc, vw, va = cement, water and air volume in mix design.  

With the mentioned assumption, that the compressive strength of concrete is dependent on total amount 

of CaO in concrete volume the value of vc in (4) can be modified by amount of dissoluted Ca
2+

 from 

concrete matrix into the aggressive storage solution. With a constant pH of aggressive environment the 
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solution of (2) substituted into (4) yields the function of compressive strength of concrete as a function of 

time and H
+
 ions concentration, thus the value of pH of aggressive storage solution (5). 

 
 

  

2

exp

exp

cem c Ca H

ck f mc

c cem Ca H w a

X V k c t
f k f

V X k c t X X

 
  

    

  (5) 

where Xcem, Xw, Xa = volume fraction of cement, water, air in mix, Vc = volume of specimen. 

The Féret coefficient kf is evaluated from the tests of compressive strength of cube specimens. The rate 

constant kCa is evaluated from the analysis of periodic sampling of storage aggressive solution. As 

a comparative data, some cubes are stored separately in aggressive solutions of different pH. According to 

(1) and (2) the rate constants kCa is to be evaluated from the time development of the pH value. 

3. Experimental Program 

Several sets of concrete specimens (strength class C25/30-X0) were designed for the long-term 

experimental program. All sets are stored in dry or aggressive environment and consequently exposed to 

cyclic loading. To maintain the stable value of the pH = 2 during the storage of specimens in aggressive 

environment, the pH value was regularly measured. According to these measurements hydrochloric acid 

was added each time. Based on the pH measurements and the amount of added acid, the volumes of 

dissolved Ca
2+

 ions were calculated as well as determined using AAS. The comparison of calculated and 

measured volumes can be seen in Tab. 1. The values correspond with assumptions from section 2.2. 

Tab. 1: The Calculated and analyzed volumes of Ca
2+

, Al
3+

, Fe
3+

 and Si
4+

 ions 

Specimen no.       Added HCl Calculated volume 

of Ca
2+

 ions 

AAS volume of 

Ca
2+

 ions 

AAS vol. of Al
3+

, 

Fe
3+

, Si
4+

 ions 

 [cm
3
] [g] [g] [-] 

A1 1240 238.764 235.660 2.8 / 1.2 / 5.1 

A2 1720 390.264 402.612 4.4 / 1.3 / 5.5 

A3 1085 246.197 248.643 0.9 / 0.1 / 3.0 

4. Conclusions 

This paper described the theoretical study, part of a long-term experimental program focused on the 

interaction of deterioration caused by aggressive environment and cyclic loading. The paper presented the 

outline of a new approach to describe the coupled problem of both types of deterioration which will be 

based on an ongoing experimental program. 
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Abstract: In the paper vibration analysis of a propeller shaft of a light airplane piston engine is considered. 

The bending vibration of the shaft occurs due to unbalanced assembly: reducer disk – shaft as a consequence 

of machining tolerance. The finite element method is used for determination of the shaft deflection and the 

geometric non-linear model is considered. The dynamic equations for rotating shafts are developed and the 

results for bending vibration of the shaft are presented. 

Keywords: Bending vibration, FEM, Propeller shaft, Airplane piston engine. 

1. Introduction 

The object considered in the present paper is a propeller shaft of a light airplane. The drive unit consists 

of new-generation, multifuelled airplane piston engine, planetary reducer, and propeller shaft (Ostapski, 

2012). The design of the reducer involves the use of a planetary gear, thus a disk with the ring gear is 

embedded on the propeller shaft (see Fig. 1). For safety reasons it is very important to properly balance 

this assembly since the shaft speed during operation is high (approx. 2600 rpm). Moreover, during 

operation the roller bearings develop additional clearance due to wear, which also influences the shaft 

balance. Therefore it is important to analyze the bending vibration of the shaft due to unbalanced 

elements. 

In order to estimate the possible imbalance of the reducer the machining tolerance of the splined 

connection of the shaft and the disk is taken into account. The line of deflection of the shaft is determined 

using the finite element method. The axis of symmetry for the shaft pin and the disk cannot be ideally 

coaxial (within the area of machining tolerance) and this is the reason for vibrations appearing during 

rotation of the shaft. These vibrations cause additional deflection of the rotating shaft and influence the 

gear wheel meshing. This problem was carefully addressed in (Hać, 2005) and the method of calculation 

of the load distribution corrections along gear width was also presented. 

The propeller shaft is designed for torque transmission from engine to the propeller and dominant strains 

are those from conveying torque. However, the presence of heavy elements – such as a reducer disk – 

causes the possibility of bending vibration to develop, which is highly dangerous when not controlled.  

The model of the propeller shaft presented in Fig. 1 for further consideration is simplified to the form 

presented in Fig. 2 

2. Modelling of Shafts by FEM 

The finite element method is used in order to analyze elastic transverse deformation of the propeller shaft. 

The planar Bernoulli-Euler beam finite elements are used and the nodal displacement vector consists of 

both transverse and longitudinal displacements of nodes and nodal angular deformations. 

2.1. Modelling of articulated joint (hinge) 

Usually for modelling a hinge joint an additional very short finite element (compared to other elements 

used in construction) is used. In this way the deformation angle at the left side of the hinge is different 
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than at the right side. In order to avoid introducing additional elements, the node (number 2) at the 

articulated joint (hinge) is modelled by assuming two independent rotational degrees of freedom (left and 

right) - see Fig. 3. 

a) 

b) 

Fig. 1: Propeller shaft of airplane engine: a) 3D view; b) Its cross-sectional view. 

disk 

bearings 

hinge 

 
Fig. 2: Model of propeller shaft for finite element analysis. 
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Fig. 3: Displacements of nodes of two finite elements connected by the hinge. 

Nodal displacement vectors for elements 1 and 2 connected in the hinge are as follows 

    21221111 ,,,,,  wuwu
T  (1) 

    33322222 ,,,,,  wuwu
T  (2) 

where: 2221,  are the left and the right angular deformations of the hinge node, respectively. 

In this way the articulated joint is modelled in a precise way (no artificial elements in the hinge are used). 

Moreover, the size of the problem is reduced because the global stiffness matrix compared to the problem 

without hinge joint is increased by only 1 (i.e. additional deformation angle in the hinge). In the case 

when additional element is used the size of the problem increases more (co-ordinates of additional node). 

In most cases longitudinal displacements of nodes of finite element neighboring with the hinge joint are 

equal – the hinge does not transfer longitudinal force and the neighboring finite elements are not 

longitudinally loaded. In such case it can be assumed: u1 = u2 = u3. 

3. Equations of Motion of Rotating Shaft 

The equations of motion of rotating shafts can be obtained by any method used in derivation of motion of 

dynamic systems such as the principle of virtual work, the Gibbs-Appel equations of motion, or 

Lagrangian equations of motion. The equations of motion of rotating shaft in the global coordinate system 

can be expressed as follows (Brown and Shabana, 1997): 

                 FxKKxCxCxM cg    (3) 

where coefficient matrices are global matrices obtained from appropriate element matrices: [Me] is the 

element inertia matrix, [C] is the global damping matrix, [Cg] is the gyroscopic matrix, [K] is the global 

stiffness matrix, [Kc] is the centrifugal matrix, {F} represents generalized forces, and  x ,  x and  x  

represent acceleration, velocity, and displacement vectors (in nodal points). Matrices [Cg] and [Kc] are 

obtained from element matrices [Cge] and [Kce] defined as follows: 

         d2
0

 

L

e

T

ege NNAC ,            d
0

2



L

e

T

ece NNAK  (4) 

where  is the angular velocity of the shaft,  is mass density, A is the cross-sectional area, [Ne] is the 

beam finite element shape function, 0     L, L is the length of the beam finite element, and 

[] = [0, -1; 1, 0] is the Boolean type operator matrix. 

The damping matrix can be presented as a linear combination of the mass and stiffness matrices 

      KMC    (5) 

where  and β are constants to be determined from first few natural frequencies of the system. Usually 

damping proportional to stiffness is considered (i.e. “structural” damping), and in that case  = 0, and β is 

obtained based on natural frequencies and assuming material damping coefficient for steel in the range of 

0.020.03. 
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In order to calculate the natural frequencies of the system the homogeneous version of equation of (3) is 

considered. In the further analysis the structural damping (proportional to stiffness) is considered and the 

damping matrix is formulated as    KC  . 

4. Numerical Results and Conclusions 

Dynamic behavior can significantly influence the deflection of the shaft. In order to conduct the vibration 

analysis the damping coefficient β for determination of the damping matrix [C] (see Eqn (5)) should be 

calculated. The coefficient β is calculated based on the first two natural frequencies of the system. For the 

given data of the propeller shaft the natural frequencies are as follows [Hz]: 39; 99. 

In our case of steel shaft the damping ratio ξ is assumed to be 0.02 for the first two modes. The 

coefficient β is calculated from the formula (Rakowski & Kacprzyk, 1993): 

 )/(2 21     (6) 

For the obtained natural frequencies this yields β = 2.89710
-4

. 

In the dynamic analysis it is assumed that the imbalance of the shaft-disk assembly results from the shaft 

and the disk axes not being coaxial (within the assumed tolerance of the joint). Thus additional centrifugal 

forces act on the shaft and influence its deflection. The deflection graph of the shaft obtained for the 

highest inertia force possible is presented in Fig. 4.  
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Fig. 4: Shaft deflection. 

The results show that, within the given tolerance of shaft – disk connection, significant centrifugal forces 

(approximately 60 times the weight of the disk) may occur, which cause additional deflection of the shaft. 

It should be noted that the presented analysis does not contain additional dynamic response due to 

clearances in bearings. The problem is very important since the bending vibration of shafts is often the 

reason for destruction of the structure in both piston and jet airplane engines. 
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Abstract: This paper deals with an energy harvesting analysis for a development of an efficient energy 

harvesting system for the artificial cochlea. The artificial cochlea could be used for a compensation of 

deafness. This artificial cochlea consists of a MEMS sensor based on banks of mechanical filters, electronics 

for sensing and electrodes, power supply and packaging. The energy harvesting systems are used for 

biomedical devices in present time and using of energy harvesting in head area for powering of the artificial 

cochlea is convenient. There are several types of energy which can be used as a source of energy for this 

biomedical application. Only 3 types of energy converters are suitable in the head area and the sufficient 

output power is expected. There are thermal gradient between skin and surroundings, mechanical movement 

of the head (shocks and vibrations) and bending movement of neck muscles and an artery. The energy 

harvesting from mechanical movement in head area is analysed in this paper. 

Keywords:  Energy harvesting, Mechanical energy, Mechatronics, Biomedical device, Cochlea. 

1. Introduction 

This paper deals with an analysis and development of an efficient energy harvesting system for the 

artificial cochlea. The artificial cochlea is a biomedical device for a compensation of deafness. The 

operation of our artificial cochlea is based on the active MEMS sensor with bank of mechanical filters. 

Therefore, the power consumption of the active MEMS sensor is lower than using of passive sensor with 

a microphone and speech processor. The mentioned artificial cochlea consists of the MEMS structure 

with mechanical filters, electronics for sensing and electrodes, power supply and packaging. Batteries are 

usually used as the power supply for biomedical devices in present time. However several biomedical 

devices with very low power consumption are assumed for using with energy harvesting system (Beker et 

al., 2013). The energy harvesting is an alternative way how to provide electricity to any autonomous 

devices from surroundings without any fuel consumption or physical connection to outside power supply. 

The energy harvesting systems in head area can be used for sufficient powering of the developed artificial 

cochlea. 

The whole artificial cochlea is mechatronic system based on several engineering’s domains and our aim is 

the development of this complex device with respect on the mechatronic approach. The correct operation 

of the artificial cochlea depends on the sufficient power source and simultaneously the artificial cochlea 

has to operate in very low level of power consumption because the level of ambient energy in the head 

area is very low. The aim of this paper is analysis of harvested power for biomedical device in the head 

area. 

There are several types of energy which can be used as a source of energy for this biomedical application, 

e.g. (Abdi et al., 2013), (Khaligh, 2010), (Delnavaz and Voix, 2014), (Lay-Ekuakille et al., 2009). On the 

base on the initial analyses and experience with energy harvesting systems only 3 types of energy 

converters in the head area appears as sufficient power sources. There are thermal gradient, mechanical 

movement (shocks and vibrations) and bending movement of neck muscles and an artery in the head area. 

The energy harvesting from any mechanical movement in the head area is analysed in this paper. The 

energy harvesting from mechanical movement can be harvested by these physical principle of electro-
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mechanical conversions: piezo-electric, electro-magnetic, electro-static and magnetostriction physical 

principle. 

2. Analysis of Body Motion 

The mechanical energy harvester is usually based on a resonance mechanism which is excited by ambient 

energy of mechanical movements (Hadas & Singule, 2011). The movement can be in a form of vibrations 

(usually in engineering applications) or in a form of body shocks (movement acceleration). The inertia 

forces provide a relative movement of a seismic mass in the resonance mechanism. This relative 

movement is converted by any physical principle of the electro-mechanical conversion. This principle is 

shown in Fig. 1. 

 

Fig. 1: Energy Harvesting Principle from Human Body Motion. 

The second order differential equations of moving mass (1) is ordinary used for solving of displacement 

x , velocity x  and acceleration x  of the mass m . The system operation is effected by mechanical 

damping mb  and stiffness of the mechanism k . During harvesting of electrical energy this dissipation of 

energy provides feedback by electro-mechanical damper eb . This system is excited by ambient vibrations 

or shocks with acceleration z . 

 ( ) ( ) ( ) ( ) ( )m emx t b x t b x t kx t mz t     (1) 

The energetic analyses of this differential equation of the mechanical energy harvester was published 

several times, e.g. (Hadas et al., 2010) and (Williams and Yates, 1996). This model corresponds with lab 

results and it can be used in technical engineering projects. However, the human body is not a machine 

from steel and the human body reacts against the relative oscillation inside resonance mechanism. The 

human muscles and skeleton provide damping forces which effects ordinary motion equations and this 

equation cannot be used for power analyses. Unfortunately several papers, e.g. (Accoto et al., 2009) and 

(Goll et al., 2011), do not reflect this fact and analyses presented in this paper are biased. 

This effect can be presented on a simple experiment. The commercial piezo-electric converter from 

Company MIDE was used. This piezo converter consists of flexible beam and two thin film layers from 

piezo-electric material with electrodes. Electrodes of the piezo layers are connected in series. The beam of 

piezo converter provides stiffness of the resonance mechanism with own mechanical damping. The 

seismic mass 8 grams was fixed on the beam end. 

This simple energy harvesting system is used for energy harvesting analysis in our paper. This system 

was excited by initial displacement of the beam end and the system response was measured for different 

places. These responses are shown in Fig. 2. The first response, labelled “Table”, was measured with 

energy harvesting system on the hand and the hand was propped on a table. The second response, labelled 

“Hand”, was measured in free hand and the last response, labelled “Head”, was measured on the head in 

an ear area. The measured responses confirm that using of the motion equation (1) is not correct for 

energy harvesting analyses in case of biomedical devices. The human body damps energy harvester 

oscillation. The differential equation (1) has to be extended to a model of the human body behaviour and 

this model has to be verified for design of harvester parameters.  
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Fig. 2: Response of Piezo-electric converter on initial displacement; for different position of energy 

harvester (fixed on head, in hand and in hand propped on table). 

3. Experimental Analyses of Energy Harvesting from Human Motion 

However the presented piezo converter can be used for experimental analyses of energy harvesting from 

human body motion. The piezo energy harvesting system was fixed in head area and voltage responses 

were measured. The example of the voltage measurement is shown in Fig. 3. This measurement provides 

response of piezo energy harvesting system during a fine walking. 

 

Fig. 3: Response of piezo-electric converter on human walking. 

There is advantage than a head area does not provide such damping effect as hands, legs or back. This 

experiment shows than very low excitation can provide significant voltage response of piezo energy 

harvester. Several human body behaviour were analysed and the results are presented in Tab. 1. The 

presented values are range of maximal voltage peak in open circuit for different human body behaviour. 

Tab. 1: Generated voltage (open circuit) for different body behaviour. 

Body behaviour Generated voltage peaks 

breathe 200 mV 

breathe deeply 300 - 400 mV 

facial gestures 400 – 600 mV 

speech 600 - 800 mV 

walking 1 – 1.2 V 

jumping 3 – 5 V 
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4. Conclusions 

The analytical analysis of harvester power from the ordinary motion equation is not suitable for predict of 

harvested power from human behaviour such for engineering’s applications. This analytical model has to 

be extended to active human body behaviour for correct energy harvesting analysis for biomedical 

analyses. Otherwise the presented experimental results are useful for energy harvesting analysis without 

energy harvester model with correct excitation and human body feedbacks. 

The experimental results of the simple piezo energy harvesting system shows that voltage response of thin 

film piezo element are sufficient for processing with current ultra-low power electronics. Recent advances 

in integrated circuit technology provides ultra-low power systems for biomedical applications 

(Chandrakasan et al., 2008) with power consumption approximately in range 10 – 100 W. The results 

promise that the energy harvesting system in the head area can provide enough energy for powering of the 

developed artificial cochlea. 

However only open voltage responses were measured and next step of our development is design of 

power management circuit which can provide optimal power point tracking and output power of the 

energy harvesting system will be analysed. Generally output power of these mechanical converts depends 

on their mass. Output power in range 10 – 100 W are expected from volume for the artificial cochlea but 

this power is not provided continuously, only in a burst mode such is shown in Fig. 3. 

The experimental results during different human body behaviours provided a preliminary view on energy 

harvesting technology in biomedical applications. Energy harvesting technologies are logical concept for 

powering of biomedical devices which can improve life of patients, it depends on clinical needs. However 

there is long way to implement energy harvesting system to biomedical devices.  
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Abstract: This paper presents the results of an experimental program focused on measuring the parameters 

of the blast wave resulting from explosive detonation and possibilities of influencing propagation of this blast 

wave in order to minimize risk of injury of people near the explosion. Multiple arrangements of solid blast 

barriers are proposed and experimentally evaluated. The results obtained from the experiments are 

presented and explained. Thanks to the use of TNT charge, the experimental results can be directly compared 

to data derived from other blasts without barriers. That presents a valid basis for determination of the 

overall barrier effectiveness in reducing overpressure at the front of the blast wave. 

Keywords: Blast Wave, Experiment, Barrier. 

1. Introduction 

Due to rise of the threat of terrorist attack, the research in the field of blast loading of structures and their 

interiors has gained considerable attention in the recent years. Buildings such as railway stations, airports 

or embassies ought to be designed to ensure as much safety of the users as possible. The structure shall 

not collapse due to any of the considerable design situations. Furthermore, measures shall be taken to 

reduce the severity of the explosion, i.e. the magnitude of the pressure wave coming from epicentre of the 

explosion and the amount of potentially harmful flying debris. 

An experimental program was proposed in order to determine ways to influence propagation of the blast 

wave by a system of concrete blast barriers. 

2. Experimental Program 

The experimental program was performed by the Institute of Energetic Materials, Faculty of Chemical 

Technology, University of Pardubice, Czech Republic. Prior to the experiment itself, a numeric study was 

conducted to predict the behaviour of the pressure wave in interaction with solid barrier and multiple 

arrangements of blast barriers which were designed. The pure TNT charge was used as an explosive. That 

means the results obtained could be easily compared with experimental data from other authors. Pachman 

et al. (2013) and Foglar and Kovář (2013) conducted series of experiments with varying yield and 

standoff distance from the explosive charge. 

2.1. Scaling 

Given typical dimensions of public building and predicted maximal weight of an explosive charge to be 

carried by a single person, it was decided to conduct experiments in reduced scale 1:n. Widely used 

scaling laws (Henrych, 1973) state: 

 Areal.=Amodel  . n (1) 

 Wreal.=Wmodel . n
3
 (2) 

where n is a scaling factor, A is any parameter of length and W is weight of the explosive. 
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2.2. Barrier arrangement 

Multiple arrangements of barriers were evaluated numerically using FEM analysis software LS-DYNA 

prior to the experiment. Some arrangements were chosen for the experiment (Fig. 1). Thanks to reduced 

scale of the experiment easily obtainable RC precast walls were used to model solid barriers (Fig. 2). This 

solution was cheaper than custom made concrete panels. Use of precast walls also allowed easier 

handling and repositioning. 

 

     

Fig. 1: Tested Arrangements of Concrete Barriers: 1A (top left), 1B (top right), 

1D (bottom left), 1E (bottom right). Dimensions in mm. 

 

 

Fig. 2: Barrier Layout 1A and 1B set up on site. 
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One additional arrangement was considered (1C). Five precast walls were positioned in line and were 

equipped with custom made steel console pointing at 45 degree angle towards the explosive. This 

arrangement was added to the original set because the numerical study predicted greater effectiveness of 

angled shape than basic rectangular shape used in arrangements 1A, 1B, 1D and 1E. 

2.3. Data collection and results 

During the experiments, the pressure sensors were used to measure the peak overpressure at the front of 

passing pressure wave. For each arrangement, the sensors were placed in multiple distances with step of 

1000 mm as shown in Fig. 1. Each experimental arrangement was repeated at least twice. 

The obtained results are summarized in Fig. 3 and Fig. 4. The figures show comparison of the measured 

peak overpressure on the front of passing blast wave for each considered arrangement and for situation 

without any barrier. Rectangular barriers (Fig. 3) do not appear to have any significant effect on the value 

of peak overpressure. On the other hand, the angled barrier (Fig. 4) has proven that there is a possibility 

of influencing the propagation of the pressure wave with rigid barriers. 

 

Fig. 3: Comparison of the measured peak overpressure behind barriers type 1A, 1B, 1D and 1E 

with experiment without barriers (Pachman et al., 2013). 
 

 

Fig. 4: Comparison of measured peak overpressure behind barrier type 1C with 

experiment without barriers (Pachman et al., 2013). 
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3. Conclusions 

Although experiments were executed as planned, the results failed to prove predicted effectiveness of 

solid rectangular barriers. However the angled design of barrier type 1C showed some optimistic results 

and will most likely determine direction of further research in field of barrier arrangement optimization. 

The results also indicate that even if barrier type 1C has some effect on lowering the peak overpressure, 

the effect is limited to the area directly behind the barrier. In greater distance the effect diminishes rapidly 

and pressure wave resumes its original strength. That leads to the assumption, that the very effective 

reduction of the peak overpressure in greater area is not achievable with rigid barriers. The main benefit 

of such barriers would be the absorption of potentially harmful flying debris carried by the blast wind. 

Experimental data will be subsequently used for calibration of numerical FEM models used to predict 

pressure wave propagation. If satisfactory agreement between experiment and numerical model would be 

achieved, the need for expensive experiments would be reduced. Computer modelling of experiments 

presented in this paper can be found in Hájek & Foglar (2014). 
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Abstract: This paper is focused on computer modelling of blast wave propagation in interaction with rigid 

blast barriers. The 3D numerical FEM model was created using LS-DYNA software. The pressure wave 

reflections are also studied. Suitable material model of explosive charge and equations of state for TNT and 

air are presented. The paper also includes validation of FEM analysis results in comparison to experimental 

data and FEM model calibration to ensure accuracy of obtained results in various arrangements. If FEM 

modelling produces sufficiently accurate results, the need for many expensive experiments will be eliminated 

and experiments only limited to validation tests.  

Keywords: Blast Wave, FEM modelling, Barrier, LS-DYNA. 

1. Introduction 

Explosions can occur because of number of reasons, most likely by an accident or a terrorist attack. 

Public buildings such as railway stations, airports or embassies should be constructed to provide safety to 

the people inside. That could be arranged for example by an installation of blast barriers. 

An experimental program was conducted in order to determine ways of influencing the propagation of the 

blast wave by a system of concrete blast barriers. Due to high cost, it is appropriate to replace 

experiments with computer modelling. However the accuracy of computer model can vary significantly 

so it is imperative to validate results of such model by comparison with actual experiment. When properly 

calibrated, the FEM model can be useful, fast and cheap tool for an optimization process. 

2. Computer Modelling 

The proposed experiments were performed by Institute of Energetic Materials, Faculty of Chemical 

Technology, University of Pardubice, Czech Republic. Prior to the experiment itself a preliminary 

numerical study was conducted to predict behaviour of pressure wave in interaction with solid barrier and 

multiple arrangements of blast barriers were designed. Four blast barrier arrangements were then chosen 

for experimental measuring of the peak overpressure at the front of passing blast wave after explosion of 

TNT charge in standoff distances from 1 to 8 m behind the barriers. 

2.1. Model calibration 

Pure TNT charge was used as an explosive. This means that obtained results can be easily compared with 

experimental data from other authors. Pachman et al. (2013) conducted series of experiments with 

varying yield and standoff distance from the explosive charge, the same as and Foglar and Kovář (2013). 

The results were used for calibration of the material models of air and explosive on elementary computer 

model without any barriers. Equations of state used to define both materials had to be also properly 

calibrated. The Barriers were then added and the model with barriers was evaluated again based on data 

obtained from experimental program (Hájek & Foglar, 2014). 
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2.1.1. Meshing and element type 

A finite element mesh was created using ANSYS and LS-DYNA software. There were two separate 

meshes defined; first for air and explosive, second for barriers. The contact between the two meshes is 

automatically generated by the LS-DYNA solver. The air and explosive are modelled using ALE 

(Arbitrary Lagrangian-Eulerian) elements, barriers are modelled using standard solid elements. Mesh size 

and timestep of the explicit dynamics solver engine have dramatic impact on model accuracy. The size of 

the air and explosive ALE elements was determined based on scale of the experiment and comparison 

with experimental data from Pachman et al. (2013). Maximal length of element edge is 25 mm. 

Hexahedral mesh is used for air and explosive, tetrahedral mesh for concrete barriers. 

2.1.2. Modelling of air and explosive material 

Material model 009-NULL was defined for air elements and model 008-HIGH_EXPLOSIVE_BURN was 

defined for the TNT charge. 

The equation of state for ideal gas (1) was used to model the air. Parameters of the equation were defined 

according to Huang & Willford (2012). 

     0

0

054 1 ipvipv eeCCP



   (1) 

where:  4.0154  CC  

 
3.1010 P  

 
0.10 v  

             1/000  vPeipv  

For TNT the JWL (Jones-Wilkins-Lee) equation of state was used (2). Calibration of this equation of state 

is quite difficult. The parameters were derived from Zukas & Walters (1997) and Toussaint & Durocher 

(2008). 
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2.1.3. Modelling of concrete barriers 

The deformations of the barriers have an unintended impact on results. It was decided to model the 

concrete barriers as rigid structures. The simplified material model of barrier is linear elastic, but the 

value of modulus of elasticity E is significantly increased to provide rigid-like behaviour. The interaction 

between air and barrier was in question, but results clearly prove that blast wave is reflected of the barrier 

surface properly (Fig. 1).  

 

Fig. 1: Contours of overpressure: Blast wave interacting with rigid barrier. 

2.2. Experimental program 

Given typical dimensions of public building and predicted maximal weight of explosive charge to be 

carried by single person, it was decided to conduct experiments in reduced scale 1:n. Four arrangements 

were chosen for the reduced scale experiments (Fig. 2). Reinforced concrete precast panels were used to 
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model solid barriers (Fig. 3). Thorough information and complete results of the experiments can be found 

in Hájek & Foglar (2014).  

 

     

Fig. 2: Tested Arrangements of Concrete Barriers: 1A (top left), 1B (top right), 

1D (bottom left), 1E (bottom right). Dimensions in mm. 

 

 

Fig. 3: Barrier Layout 1A set up on site. 

2.3. Validation of computer models with experimental results 

During the experiment, pressure sensors were used to measure the peak overpressure at the front of 

passing pressure wave. For each arrangement, sensors were placed in multiple distances with step of 1000 

mm as shown in Fig. 1. Each experimental arrangement was repeated at least twice. Values of element 

pressure at corresponding coordinates were obtained from the FEM model and compared to experimental 

data. The comparison is summarized in Fig. 4. 

The results indicate that computer model is capable of predicting the peak overpressure with relatively 

high accuracy in most cases. The time difference between peaks in standoff distance of 0 m and 1 m was 

also predicted correctly.  

Based on the acquired data, it can be assumed that the model is calibrated correctly enough to be used for 

optimization of barrier shape and arrangement. This way a large number of possibilities can be studied 

without the need for many expensive experiments. 
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Fig. 4: Comparison of the measured and computed overpressure behind barrier for multiple 

arrangements (FEM results red, experiments blue and green). 

3. Conclusions 

Comparison of computer modelling results and experimental data shows that FEM modelling of a blast 

event can in particular cases and boundary conditions substitute the experimental measuring. The 

credibility of the results is defined by the configuration of the model. The calibrated model can be useful 

when optimizing the barrier arrangement because it can dramatically reduce cost of the experiment. On 

the other hand, at least one validation test should still be performed for each change in materials or major 

change in arrangement of the experiment. 
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Abstract: This paper experimentally verifies the validity of theoretical models to calculate the heat transfer 

coefficient in shell-and-tube heat exchangers. Determination of the HTC is a complex problem, as a large 

deviation in the comparison of theoretical models and experiments commonly occurs. The methods by Kern, 

Bell-Delaware and Flow-stream analysis method for the evaluation of HTC in a vertical shell and tube 

condenser are compared with the results of measurements in the range of Reynolds number from 1200 to 

6300. The HTC values by the Kern method reach the top boundary of the experimental results while the 

results of the Bell-Delaware method and the Stream-flow analysis method are at the bottom. Therefore, 

usage of the Bell-Delaware method and the Stream-flow analysis method is suitable in accordance with the 

design assurance. 

Keywords: Heat transfer coefficient, Shell-and-tube heat exchanger. 

1. Introduction 

The heat transfer coefficient (HTC) is an important parameter for the design of heat exchangers. Its value 

depends on the technical solution of the heat exchanger and the thermo-mechanical properties of the 

flowing fluid. This paper deals with shell and tube heat exchangers (Fig. 1). Methods commonly 

recommended for the calculation of shell-side coefficient values are the Kern method, the Bell-Delaware 

method and the Flow-stream analysis method (Hewitt et al., 1994). The Kern method, which has been the 

conventional method for a long time, is still used due to its simplicity, although its results are 

significantly higher in comparison with the other two methods (see Fig. 2). Determination of the HTC is a 

complex problem, as a large deviation in the comparison of theoretical models and experiments 

commonly occurs. Experimental values of the HTC for shell-and-tube heat exchanger may prove the 

difference between the theoretical methods and the real operation of the heat exchanger. 

2. Experiment 

Experiments are carried out on a vertical shell-and-tube heat exchanger (Fig. 1) in which the condensing 

water vapor flows downwards in vertical tubes and a cooling water countercurrent flows in the shell part. 

The vapor outlet is open to the atmosphere, thus the steam condenses at atmospheric pressure. The tube 

bundle is formed by 49 tubes with a length of 865 mm, an outside diameter of 28 mm and an inside 

diameter of 24 mm. The tubes are arranged in staggered arrays with a triangular tube pitch of 35 mm. The 

cross-section of the shell is rectangular in shape with a size of 223 mm by 270 mm. Seven segmental 

baffles (223x230mm) are used in the shell section, the tube-to-baffle diametral clearance is 1 mm and 

there is no shell-to-baffle diametral clearance. The material is stainless steel 1.4301 (AISI 304). 

2.1. Measurements 

Measured parameters are the outlet and inlet cooling water temperature, the cooling water flow, the inlet 

vapor pressure, the inlet vapor temperature and the amount of vapor condensate.  
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Fig. 1: Vertical shell-and-tube condenser. 

2.2. Determination of the heat transfer coefficient 

The HTC is calculated from the heat balance of the exchanger. The total heat transfer rate of the heat 

exchanger is given by 

            (             ) (1) 

where    is the total cooling water mass flow,    is the specific heat capacity,        is the outlet cooling 

water temperature and       is the inlet cooling water temperature. The total heat flow rate of the heat 

exchanger is also given by 

                 (2) 

where U is the overall heat transfer coefficient, S is the total area of the outside of the tubes and       is 

the logarithmic mean temperature difference. The shell-side HTC    is given from the following 

equation to calculate the overall heat transfer coefficient:  

    
 
  ⁄

 

     
 
 

  
  (

  
  
) 

 

     

           (3) 

where    is the inside diameter of the tubes,    is the tube-side HTC (vapor condensation), k is thermal 

conductivity (material 1.4301),    is the outside diameter of the tubes. The heat transfer coefficient    is 

calculated according to the Nusselt model for filmwise condensation on vertical surfaces (Incropera & 

DeWitt, 1996 or Hewitt et al., 1994). 

The value of the overall HTC primarily depends on the third term of the right side of Eq. (3), where the 

value of thermal resistance (   ⁄  , see Fig. 2) is significantly higher than the value of thermal resistance 

of the first and the second terms (approximately           ⁄ ). Therefore, these terms do not 

significantly influence the result of Eq. (3) and it is possible to well determine the value   . 

3. Theoretic Methods 

Hewitt et al. (1994) represent the methods as follows. The first attempt to provide methods for calculating 

the shell-side heat transfer coefficient was the Kern method, which was an attempt to correlate data for 

standard exchangers by a simple equation analogous to equations for the flow in the tubes. Although the 

Kern method is not particularly accurate, it does allow a very simple and rapid calculation of shell-side 

coefficients to be carried out and is still successfully used. 

217



 

 4 

In the Bell-Delaware method, correction factors for the specific configuration were introduced. 

Nevertheless, empirical correction factors are limited to the range of configuration for which the database 

was obtained.  

A more generic method, covering the full range of possible arrangements, is the Flow-stream analysis 

method in which fluid streams were designed for each of the possible flow routes through the exchanger. 

The stream-analysis technique is particularly suitable for computer calculation. Therefore, a 

simplification for calculating it by hand has been developed. 

Generally speaking, the Kern method offers the simplest route, the Bell-Delaware method offers the most 

widely accepted method and the Flow-stream analysis method offers the most realistic method. 

3.1. Kern method 

Based on data from industrial heat transfer operations and for a fixed baffle size (75 % of the shell 

diameter), the following equation was introduced: 

    
 

 
                    (4) 

where k is fluid thermal conductivity, D is the relevant characteristic dimension. No change in viscosity 

from the bulk to the wall is assumed. 

3.2. Bell-Delaware method 

In this method, correction factors for the following elements were introduced: 

1)  Leakage through the gaps between the tubes and the baffles and the shell, respectively. 

2)  Bypassing of the flow around the gap between the tube bundle and the shell. 

3)  Effect of the baffle configuration (i.e., a recognition of the fact that only a fraction of the tubes 

are in pure cross-flow). 

4)  Effect of the adverse temperature gradient on heat transfer in laminar flow. 

The ideal cross-flow heat transfer coefficient is given by 

    
 

 
                      (5) 

then the shell side heat transfer coefficient is given by 

                (6) 

where    is the correction for the baffle configuration,    is the correction factor for leakage,    is the 

correction factor for bypass in the bundle-shell gap. 

3.3. Flow-stream analysis (Wills and Johnson) method 

This method analyses in detail the flow in a heat exchanger. The fluid flows from place A to place B via 

various routes. Leakage flows occur between the tubes and the baffle and between the baffle and the shell. 

Part of the flow passes over the tubes in cross-flow and part bypasses the bundle. The cross-flow and 

bypass streams combine to form a further stream that passes through the window zone. A correction 

factor    , which adjusts the mass flow calculation (the Reynolds number), takes these effects into 

account. Then the shell-side heat transfer coefficient is given by 

    
 

 
           

             (7) 

where 

             (8) 

4. Results 

The experiments are carried out in the range of heat exchanger thermal power from 20 to 60 kW, with a 

logarithmic mean temperature difference from 6 to 28 °C and the Reynolds number from 1200 to 6300 
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(76 measured states). The comparison of the experimental results with the results of the theoretical 

methods is shown in Fig. 2. The deviation of the measurements ranges from 4 % up to 7 % in the 

dependence on operation parameters. 

 

Fig. 2: Comparison of experimental and theoretical results. 

The total variance in the experimental results is assumed concerning the complexity of the heat transfer 

process and various operation parameters.  

5. Conclusions 

This paper experimentally verifies the validity of theoretical models to calculate the HTC in shell and 

tube heat exchangers. The Kern, Bell-Delaware and Stream-flow analysis methods for evaluation of HTC 

in a vertical shell and tube condenser are compared with the results of experimental measurements in the 

range of the Reynolds number from 1200 to 6300. 

The HTC values by the Kern method reach the top boundary of the experimental results while the results 

of the Bell-Delaware method and the Stream-flow analysis method are at the bottom. Therefore, usage of 

the Bell-Delaware method and the Stream-flow analysis method is suitable in accordance with the design 

assurance. 
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Abstract: Testing and analysis of fatigue behavior of homogeneous materials, such as concrete or other 

cement based composites, are one major problem being studied in this scientific field. In this contribution, 

adaptation of the compact tension test, well known its use in the testing of metallic materials, is pursued for 

crack propagation rate measurement on cement based composites using cylindrical specimens. In particular, 

the influence of the steel bars position on the fracture parameters is studied in the modified compact tension 

test. The numerical study is performed by ATENA 2D. The results are compared by Load-COD diagrams and 

the variation of the fracture parameters values is discussed. 

Keywords:  Modified compact tension test, Concrete, Fracture parameters of concrete, FEM. 

1. Introduction 

The fatigue behavior of quasi-brittle materials is still a fairly unexplored scientific field. Several different 

setups for the experimental testing of cement based materials are available for fracture mechanics 

purposes, such as the three or four point bending test (RILEM, 1991), or the recently postulated wedge-

splitting test (Brühwiller & Wittmann, 1990) for determination of the fracture-mechanics parameters of 

quasi-brittle materials (Karihaloo, 1995). Such configurations can be adopted for determining 

experimentally the fatigue resistance of the constructions under cyclic loads. 

To obtain the adequate parameters, the specimens can simply be extracted from the real construction as a 

drill core without or with a small amount of reinforcement, and subsequently cut into several small 

cylindrical specimens. Though this specimen shape is suitable for cylindrical wedge-splitting static tests, 

the test setup is unfortunately unsuitable for a cyclic load since the test configuration is relatively 

complicated and the use of the wedge equipment is involved for repeated load, although preparation of 

the test specimens is very easy. The CT specimen (compact tension specimen) is well known from fatigue 

testing on metallic materials and after a convenient modification (see Fig. 1b) can be properly engaged for 

compact tension tests. A hole is drilled perpendicular to the specimen notch, through which two steel bars 

of 8 or 10 mm diameter are introduced and fixed by hart epoxy resin. Once the resin is hardened, the steel 

bars are gripped by their ends into the load machine and loaded under cyclic load. 

In this paper, a numerical study of the influence of the steel bars position on the results of the modified 

compact tension test is performed by means of the finite element method (FEM) software ATENA 2D 

(Červenka Consulting, 2005). Three different positions of the steel bars are considered, which are marked 

as W (see Fig. 1) where W is the distance from the load axis to the opposite side of the specimen. 

2. Numerical Model 

According to the ASTM Standard E-399-06 (2006) recommendations for CT specimens, a ratio  

D/W ≈ 1.25 between the load position parameter (W) and specimen diameter (D) was used, whereas by 
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Kim et al. (2009) this ratio was D/W ≈ 1.35 W. 

In Fig. 1 two possibilities are shown for creation of the modified compact tension test for cement based 

composites, although the shape of the specimen in Fig. 1a) was already used in the previous literature 

(Kim et al., 2009, Xu & Reinhardt, 1999).  

Three sizes of parameter W are considered in this contribution: 100, 110 and 120 mm. For numerical 

study, configuration with steel bars gripped into the specimen (positions of steel bars see Fig. 1b) is 

modeled. For all positions of steel bars, the relative starting crack lengths α were 0.1; 0.15; 0.2; 0.3; 0.4 

and 0.5. The symbol a in equation (1) indicates the starting notch length (notch thickness is around 3 mm) 

measured from the load axis. All these values are summarized in Tab. 1. 

   
 

 
 (1) 

Tab. 1: All considered dimensions for model of compact tension test. 

W [mm] α [-] 0.1 0.15 0.2 0.25 0.3 0.4 0.5 

100 a [mm] 10 15 20 25 30 40 50 

110 a [mm] 11 16.5 22 27.5 33 44 55 

120 a [mm] 12 18 24 30 36 48 60 

          

Fig. 1: Specimen for compact tension test: a) Standard one for metal materials (based on Knésl & 

Bednář, 1998); b) Modified specimen for cement based composites. 

3.  Numerical Calculation 

The finite element software ATENA 2D was performed for calculation. The thickness of the specimens 

was in all cases equal to 100 mm. This value is relatively small, so the models were subjected under plane 

stress. For that occasion the concrete parts were modeled by the material model called SBETA and for 

modeling steel bars the material Plane stress elastic isotropic was used. Model SBETA is the material 

model recommended by software developers for modeling of concrete in ATENA 2D. The input values 

for both materials are summarized in Tab. 2. 

For all models, the same finite element mesh with densification around starting crack (notch) to  

0.1 mm was used, see Fig. 2. The basic element size for the model was 2 mm. In Fig. 2a), the model of 

the cylindrical specimen with diameter D = 150 mm, the position of the steel bars W = 120 mm and 

relative crack length α = 0.1 is shown. Fig. 2b) shows a cylindrical specimen with the same diameter 

(D = 150 mm), but the position of the steel bars is W = 100 mm and relative crack length α = 0.5. 

 

 

a) b) 

Steel bars 
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Tab. 2: Input parameters of concrete and steel for ATENA 2D. 

 
Cube strength fc 

[MPa] 
Tensile strength ft 

[MPa] 
Young's modulus E 

[GPa] 
Density ρ [kg/m

3
] 

Concrete 30 2.317 30.32 2300 

Steel - - 210 7850 

 

 

Fig. 2: Finite element mesh (2 mm with densification to 0.1 mm) and boundary conditions: 

 a) D = 150 mm, W = 120 mm, α = 0.1; b) D = 150 mm, W = 100 mm, α = 0.5. 

4. Results and Discussion 

The obtained numerical results are performed by Load-COD (Load – Crack Opening Displacement) 

diagram. For better visualization, selected Load-COD curves for relative notch length α = 0.1; 0.25 and 

0.5 are shown in Fig. 3. Loading curves for α = 0.1 are marked by black lines, for α = 0.25 are marked by 

double black lines and for α = 0.5 gray lines were used. 

In elastic parts of the loading curves in the diagram, the values are similar and trends of the decreasing 

parts are relatively parallel. There are two influences caught in Fig. 3. The first one is the influence of the 

starting relative crack length α and the second one is the influence of the steel bars position W according 

to the values of fracture energy calculated from loading curves in Fig. 3. The obtained values of fracture 

energy are not the final ones and are shown in Fig. 4.  

 

Fig. 3: Loading diagrams of selected CT configurations. 

a) b) 
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Fig. 4: Values of fracture energy obtained from the loading curves. 

5. Conclusions 

This contribution presents a part of the investigation of the compact tension test modification for use on 

cement based composites. The influence of the steel bars position was investigated. The results were 

presented and compared by loading diagrams and a diagram of the fracture energy values dependent on 

relative crack/notch length. The following conclusions can be drawn:  

The values of maximum load are dependent on the position of the steel bars. A lower position means 

lower resistance to fatal damage. On the other hand, all three mentioned position of steel bars can be used 

in future investigations. 

According to this numerical study preparation of an initial relative crack/notch length between 0.1 and 

0.3. is recommended. 

According to these values the results are independent of the steel bars position W, otherwise the position 

of the steel bars has an influence on the resistance of the specimens to fatal damage. 
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Abstract: The study presents results of in vitro measurements of voicing performed on the developed 

artificial larynx based on the CT images of human larynx taken during phonation. The measured phonation 

characteristics are in good agreement with the values found in human larynges. The knowledge of these 

characteristics for the vocal folds replica can be useful for experimental verification of developed 

sophisticated 3D computational finite element models of phonation due to relatively exactly defined input 

material and geometrical parameters, which is problematic to obtain reliably in humans. 

Keywords: Fluid-structure interaction, Flutter, Biomechanics of voice modeling, Phonation. 

1. Introduction 

The vocal folds, excited by the airflow, generate a primary laryngeal tone whose fundamental frequency 

corresponds to the vibration frequency of the vocal folds. In the airways above the vocal folds, i.e. in the 

vocal tract, the acoustic resonant phenomena modify the spectrum of the primary laryngeal tone, 

especially the higher harmonics. Understanding the basic principles of voice production is important for 

better interpretation of clinical findings, detection of laryngeal cancers or other pathologies and treatment 

of laryngeal disorders. Considering the inaccessibility of the vocal folds in humans exact airflow or tissue 

measurements in vivo are very restrained or impossible. Therefore, the physical models of the voice 

production are important tools in development and validation of theoretical models of phonation. 

2. Model of the Human Larynx 

The CT examination was performed for male trained singer (34 years old) after warm-up exercises. The 

subject was placed in a CT scanner in supine position and phonated a sustained vowel [a:] in a habitual 

pitch and comfortable loudness. The CT images were acquired by Toshiba–Aquilion CT machine with the 

time of the rotation 0.5 s and 510 slices of thickness 0.5 mm. The CT images were segmented and 

processed into volume model of the vocal tract (Vampola et al., 2014), which was used for preparation of 

the mould on a 3D printer, see Fig. 1. 

             

Fig. 1: The mould produced by 3D-printing and the casted larynx model made of silicone rubber. 
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The dynamic viscoelastic properties of the silicone rubber were measured by oscillatory rheometer 

(Gemini HR Nano, Malvern, UK) as a frequency sweep in linear viscoelasticity region (LVR) in strain 

control mode. For dynamic measurement in lower frequency range: 0.1-10 Hz, standard plate-plate 

geometry was used. This test was performed with disc-like silicone rubber specimen of thickness 3 mm 

and diameter 25 mm. A rubber sheet of that thickness was casted from the same reactive mixture  

(Ecoflex 00-10) separately between two glasses with Teflon distance. After complete cure, the samples 

for dynamic mechanical analysis (DMA) were cut with a sharp puncher. For DMA measurement in a 

special high-frequency mode using so called piezzo-rotational vibration geometry (PRV attachment 

supplied by Malvern) that allows to reach loading frequencies of several kHz, thin rubber disks were 

made: their thickness was below 1 mm and the diameter was 40 mm (the dimension of specimen is varied 

due to increase of stiffness of tested material). In both tests, conventional DMA and high frequency DMA 

(using PRV) a shear dynamic oscillatory deformation was applied on the rubber and the force response 

was monitored in linear viscoelasticity region of the rubber that had to be determined separately prior to 

the DMA test. From the stress-strain ratio and rheometer response, the complex shear modulus 

G=G’+iG’’ and loss factor tan  were calculated as function of frequency, Fig. 2. The measurement was 

performed at laboratory temperature. The shear moduli of model silicone rubber Ecoflex 00-10 at 

frequency 100 Hz at PRV mode were G’=11 kPa, and G’’=3.5 kPa with the loss angle around 20 degree. 

These values suggest the rubbery behavior and the material at frequencies close to phonation range 

reveals significant viscous response. At loading frequencies over 104 Hz, the model silicone starts 

approaching its vitrification (frequency) area. 
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Fig. 2: Shear moduli of material for larynx model, G’, G’’ and the phase (loss) angle measured by 

dynamic mechanical oscillatory shear test. Two measurements combined in one plot: in low frequency 

range (1-100 Hz) by standard shear test - open symbols; and in high frequency range using special 

piezzo-rotational vibration mode (PRV, 1-10
4
 Hz) – filled symbols. 

The experiments with the artificial larynx were performed in a test rig that enables synchronous 

registration of the airflow induced vocal fold vibrations using a high speed camera, measurement of 

contact stress between the vocal folds during collisions, the subglottic dynamic and mean air pressure and 

the generated acoustic signal, see Horáček et al. (2013). 

3. Results of the Phonation Measurement 

Example of the simultaneously recorded time signals for the (IS) measured by a miniature pressure 

transducer, the subglottal pressure (Psub) and the glottis opening (GO) evaluated from the images of the 

self-oscillating vocal folds are presented in Figs. 3 and 4. When the glottis was opened during the 

vibration period T, the contact sensor measured the intraglottal air pressure of about 2.5 kPa in the airflow 

between the vocal folds. As a result the maximum of contact (impact) stress was 2.6 kPaMaxIS .  
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Fig. 3: Impact stress (IS) measured by the contact sensor during the vocal folds self-oscillations and the 

subglottic pressure (Psub) measured by the pressure transducer mounted on the model of trachea for the 

mean flow rate Q=0.3 l/s and the mean subglottic pressure 
sub

P =1.47 kPa. 

 

 

 
 

Fig. 4: The subglottic pressure (Psub) and the glottal opening (GO) of the vibrating vocal folds evaluated 

from the images taken by the high speed camera at the time instants marked by numbers 13-41. 
 

The maximum of sub 1.7 kPaP   was delayed after the MaxIS of about T/5 (Fig. 3) and the maximum GO 

was delayed behind Psub by about T/3, see Fig. 4, where the vibration pattern of the vocal folds is shown 

during one period. The results summary of the vibration and acoustic characteristics of the larynx in the 

measured phonation range is shown in Fig. 5. We note that the airflow rate was the controlled parameter 

in the experiments and the phonation onset, where 0IS   and sound pressure level 0SPL  , was found 

at 0.15 /Q l s . 
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Fig. 5: Measured maxima of the impact stress (MaxIS) and the glottis opening (MaxGO), the fundamental 

phonation frequency (F0) and peak sound level (Lp) as functions of the airflow rate (Q) and mean 

subglottic pressure (Psub). 

4. Conclusions 

Depending on the mean flow rate Q=0.2-0.7 l/s the measured 0 7.5 kPaMaxIS   and the peak sound 

level 
p 75 92 dBL    of the acoustic signal in a distance of 20 cm from the vocal folds were increasing 

approximately linearly. The mean subglottic pressure varied in the interval 
sub 1.2 1.9 kPaP    and the 

fundamental frequency of the vocal folds self-oscillations varied in the interval 0 94 96 Hz.F    

The measured phonation characteristics are in good agreement with the values found in human or canine 

excised larynges, see e.g. Titze (2006). The knowledge of these characteristics for a vocal folds replica 

can be useful for experimental verification of developed sophisticated 3D computational finite element 

models of phonation due to relatively exactly defined input material and geometrical parameters, which is 

problematic in case of real human vocal folds. 
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Abstract:  The presented paper deals with the incorporation of complex (non-ideal) equation of state into 

the Euler model which describes dynamics of inviscid fluid. We have performed numerical experiments for 

the steady transonic flow of steam in the 2D GAMM channel (channel with the 10% thick circular arc bump 

on the lower wall). The using of complex equation of state allows the more accurate prediction of 

thermodynamic quantities, mainly in the regions where compressibility factor differs from unity. The results 

achieved by the van der Waals, Redlich-Kwong-Aungier, one-coefficient virial and special gas IAPWS 

equation of state are compared with the traditional perfect gas model. All of these models are implemented 

into in-house CFD code based on the finite volume method in 2D along with the AUSM+ flux scheme. The 

results confirmed the necessity of using more complex equations of state, especially when higher pressures 

are considered. 

Keywords: Real gas, Euler inviscid model, GAMM channel, Finite volume method. 

1. Introduction 

Major part of CFD codes frequently limit attention to the perfect gas model (PG). This approach is 

justified only if thermodynamic quantity ranges are relatively narrow and the compressibility factors do 

not differ too much from unity. It is usually true if pressures are relatively low and (or) temperatures are 

higher. It yields significantly reductions in computational times. However, not negligible errors can be 

occured in some non-ideal state regions. To remedy this, more complex equations of state must be used. 

2. Flow Model and Equations of State  

The dynamics of inviscid fluid flow in 2D is described by the system of time dependent Euler equations 

              

where  (     )  (          )  is vector of conservative variables,  ( )  (       
         ) ,  ( )  (                )  are vectors of fluxes in which   ,  ,  ,  ,   

isdensity, x- and y-component of velocity, specific total (internal) energy, static pressure and specific 

total enthalpy, respectively. This system of equation must be closed by the relation for pressure  

    ( ). Analytical form of the pressure equation exists only in the case of PG model. In cases where 

more complex equations of state are used we obtain the pressure value only by some iterative procedure. 

In this paper we adopted the Newton-Raphson method (NR) which solves firstly nonlinear algebraic 

equation for temperature    (   )   ( )  from known values of density  ( ) and internal energy 

 ( ). Static pressure is then evaluated from relation        (      
   )   ⁄ . 

In the following we briefly summarize one of the possible techniques for evaluation of thermodynamic 

quantities in the case of non-ideal gases. The value of certain thermodynamic quantity  (   ) is given as 

the contribution of its ideal part    (   ) computed with the means of PG model from the known value 

of density and temperature. This ideal value is then corrected by the residual correction     (   ), cf. 

Fig. 1, for which the following integral formula reads (Novák, 2007) 
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There are actually two equations required for evaluation of all thermodynamic quantities. The first is the 

thermal equation of state typically in the form    (   ). It is the so-called incomplete equation of state 

since it lacks caloric description. The second is the temperature dependent relation for specific isobaric 

heat capacity in the ideal gas state   
     

  ( ). However, in the last decades the approach with so-called 

fundamental equations of state became popular. In this paper we use the form with non-dimensional 

Helmholtz (free) energy  (   ), where      ⁄      ⁄  and ( )  designates critical state. This 

function has two parts. The first part is the ideal contribution     only stemmed from the ideal specific 

internal energy   and the ideal specific entropy   along with some supplied equation for   
  ( ). In the 

case of steam we adopted the relation from (Wagner & Pruss, 2002). The second part is the residual 

correction      stemmed from some non-ideal equation of state. In the paper all of the used traditional 

equations of state in the form    (   ) are transformed to its corresponding residual Helmholtz energy 

part via the relation borrowed from (Novák, 2007)
†
 

    (   )  ∫
   

 
    

 

 

 

where       ⁄  is the compressibility factor and   is the specific gas constant. All thermodynamic 

properties can be derived by using the appropriate combinations of    
and     and their first and 

second derivatives. Details can be found e. g. in (Wagner & Pruss, 2002). 

             

    Fig. 1: Residual correction.                       Fig. 2: Computational mesh of GAMM channel.     

PG model is both thermally and calorically perfect. This model predicts constant value of compressibility 

factor which consequences in validity of Mayer's relation. Furthermore, the specific isobaric heat capacity 

is constant too. This limitation naturally causes vanishing of residual part     , and so reduces 

thermodynamic concept to simple analytical form. The residual part relation for others used equations of 

state along with their coefficients which were computed in this paper are briefly summarized in the 

following part where e. g. in the case of vdW model for its coefficients holds           ⁄ ,       
where  ,   are classical coefficients of this model. 

 Van der Waals (vdW) 

    (   )        (    )            ,            

 Redlich-Kwong-Aungier (RKA) 

    (   )       (     )    (     ) 

           ,           ,             ,             

 One-coefficient virial (1-VIR) 

     (   )   ∑    
   

        given in (Harvey & Lemmon, 2004) 

 Special gas equation IAPWS-95 (GE-IAPWS-95) 

     (   )  ∑    
      

             given in (Wagner & Pruss, 2002) 

 

                                                 
† Owing to consistency and comparison with the special gas equation provided by IAPWS 

229



 

 4 

3. Numerical Method 

The computational domain of the test GAMM channel is discretized by using Gmsh mesh generator 

(Geuzaine & Remacle, 2009). The mesh is unstructured triangular (set frontal meshing algorithm) and 

contains 9247 nodes, 18144 cells and 27390 interfaces, cf. Fig. 2. The cell-centered finite volume method 

with piece-wise constant reconstruction of cell data is used for discretization of spatial derivatives. Fluxes 

through common cell interfaces are computed applying AUSM+ scheme. The resulting system of 

ordinary differential equations is solved by 3-stage low-storage Runge-Kutta method with        . 

Time step for this method is estimated by the relation borrowed from (Blazek, 2006). Subsonic inlet flow 

is considered, and so we prescribed stagnant pressure            , stagnant temperature  

           and zero y-component of velocity at the inlet boundary. Prescription of high pressure is due 

to effort to simulate flow in non-ideal state region. The value of stagnant entropy along with extrapolated 

static pressure from interior is used for calculation of density and temperature in ghost cells where the 

system of two nonlinear algebraic equations must be solved (NR method applied). Considering outlet 

flow in subsonic regime, we prescribed back pressure     , via the pressure ratio                ⁄ ; 

density and velocity components are extrapolated from interior. NR method is applied for evaluation of 

temperature from known density and pressure. At the inviscid wall boundary zero normal velocity 

component is prescribed. Initial estimates for all NR calculations are taken from previous time level. 

 

Fig. 3: Lower and upper wall density [kg m
-3

] distribution. 

 

Fig. 4: Lower and upper wall Mach number [-] distribution. 

4. Results 

Fig. 3 shows distribution of density along the upper and the lower wall. Real gas models give 

significantly higher values and they shift location of shock wave downstream. Fig. 4 presents distribution 

of Mach number. Deviations from PG model are on either walls relatively small. However, this is not true 

in the vicinity of shock wave along the lower wall and in the middle of the upper wall.  Shifting of shock 

wave location on the lower wall resulted in higher peak values of Mach number (PG 1.32, vdW 1.41, 

RKA 1.36, 1-VIR and GE-IAPWS-95 1.39) and in lower values in the location of so-called Zierep's 

singularity (= stronger shock waves). Maximum Mach number values on the upper wall are as follows, 

PG 0.84, vdW 0.91, RKA 0.86, 1-VIR and GE-IAPWS-95 0.88. 
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            Fig. 5: Entropy [kJ kg
-1

 K
-1

] distribution.              Fig. 6: Compressibility factor [-] distribution. 

Fig. 5 depicts distribution of entropy. Real gas models give lower values. From physical point of view it 

is known that in the case of inviscid fluid flow entropy should grow only as a result of shock wave 

formation. Non-physical entropy increase and decrease on the bump surface up to the shock wave 

location and wiggles at the bump inlet and outlet in our results are caused by imperfection and numerical 

viscosity of used flux scheme. Fig. 6 shows distribution of the compressibility factor. All real gas models 

give substantially lower values and range between 0.805 and 0.845 (except vdW model). The comparison 

of real gas total CPU time per one cell and per one time step related to the same quantity in the case of PG 

model is summarized in Tab. 1. The most CPU time consuming operation (relative to the real gas model 

implementation) is repeated numerical solution of temperature from known internal energy and density 

(temperature is required for evaluation of pressure and other quantities like e. g. sound speed). In this case 

the average number of iterations in NR method ranges between 1.55 and 2.15. The maximum values are 

in the vicinity of shock wave. 

Tab. 1: Relative CPU time comparison 

EQUATION OF STATE PG vdW RKA 1-VIR GE-IAPWS-95 

RELATIVE CPU TIME 1.00 2.08 3.04 4.37 6.13 

5. Conclusion Remarks 

Results confirmed necessity of using more complex equations of state when flow simulations include 

non-ideal state regions. It was presented on distributions of selected parameters. Drawbacks of this 

augmentation are loss of explicitness in thermodynamic concept and higher CPU time demands. 
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Abstract: A bi-material notch composed of two orthotropic materials is considered. The stress and 

displacement fields are expressed using the Lekhnitskii-Eshelby-Stroh formalism for plane elasticity and as 

the result of an application of the  -integral method. Knowledge of the basic stress concentrator 

characteristics such as stress singularity exponent and corresponding regular and auxiliary eigenvectors 

allows the Ψ-integral to evaluate the generalized stress intensity factor of the studied stress concentrator. 

The achieved results are used for the next analysis such as assessment of the potential direction of the crack 

initiation and for notch stability criteria assessment as an extension of standard crack fracture mechanics. 

Keywords:  Fracture mechanics, Bi-material notch, Stability criteria, Singular stress concentrator, 

Stress intensity factor, Ψ-integral. 

1. Introduction 

Joints of different materials, such as layered composite materials, fiber reinforced ceramics or 

construction with protective surface layer may occur in practical engineering structures. They enable to 

achieve the properties which could not be attained by means of homogeneous materials. In the case of 

composite materials, parts of the joints often exhibit orthotropic material properties. The stress field in 

closed vicinity of these material joints has a singular character and complicated form. In a comparison to 

a crack in homogeneous media, in the case of bi-material joints, the stress singularity exponent is 

different from     and generally can be complex. The stress is mostly characterized by more singular 

terms and at the same time each singular term covers combination of both normal and shear modes of 

loading (Broberg, 1999). 

Despite a presence of stress concentrators like a notch, it precludes any application of the fracture 

mechanics approaches which were originally developed for a crack in isotropic homogeneous materials, 

the assessment of such singular stress concentrators becomes topical (Klusák & Knésl, 2007; Susmel & 

Taylor, 2008; Marsavina & Sadowski, 2008; Profant et al., 2010). 

Most such discontinuities can be mathematically modeled as bi-material notches composed of two 

orthotropic materials given by angles    and   , as can be seen in Fig. 1a. 

2. Materials and Methods 

The necessary step for the crack initiation assessment is detailed knowledge of the stress distribution. 

Within plane elasticity of anisotropic media the Lekhnitskii-Eshelby-Stroh (LES) formalism based on 

complex potentials (Hwu, 2010) can be used. Complex potentials satisfying the equilibrium and the 
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compatibility conditions as well as the linear stress-strain dependence and given boundary conditions are 

the basis for the determination of stress and deformation fields. In the case of general plane anisotropic 

elasticity all the components of the stress and deformation tensors have to be considered. 

               

a)                                                                      b) 

Fig. 1: a) A bi-material notch given by angles   ,    and composed of two orthotropic materials.  

An integration path   is surrounding the bi-material notch tip,   and   are polar coordinates.  

b) A bi-material configuration with angles   =90°,   =180° and under external loading. 

2.1. Stress distribution 

In terms of material with orthotropic properties, symmetry occurs in the stiffness and in the compliance 

matrices. Thus, the stress and strain tensor is significantly reduced. According to the LES theory for an 

orthotropic material, the relations for displacements and stresses can be written as follows 

      {         },       {     
     },        {       

     }  (1) 

where        ,   denotes the real part of the complex expression and         . Complex numbers 

   are the eigenvalues of the material. For matrices     and     holds 

   [
     

          
     

                        
],   [

      

  
]  (2) 

where     are the elastic compliances.  

In the case of the studied notch, the potential        has the following form 

    〈  
 〉  , (3) 

re   is the generalized stress intensity factor,    is an eigenvector corresponding to the eigenvalue   

representing the exponent of the stress singularity at the notch tip. Eigenvector    and eigenvalue   are 

the solution of the eigenvalue problem leading from the prescribed notch boundary and compatibility 

conditions. The expression 〈  
 〉 denotes a diagonal matrix 〈  

 〉  diag   
     

  . In most practical cases, 

there are two singular terms corresponding to two stress singularity exponents.  

2.2. Determination of the generalized stress intensity factor 

In order to determine the final stress distribution around the notch, it is important to find out the value of 

the generalized stress intensity factors (GSIF) from the analytical-numerical solution to a concrete 

situation with given geometry, materials and boundary conditions. The GSIFs can be determined using 

the so-called  -integral (Kotoul et al., 2010; Hwu, 2010). This method is an implication of Betti’s 

reciprocity theorem, which in the absence of body forces states that the following integral (4) is path-

independent and equals 

      ̂  ∫ {         ̂       ̂     } 
d            (4) 
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The contour  , as shown in Fig. 1a, surrounds the notch tip and the displacements   are considered as the 

regular and  ̂ as the auxiliary solutions of the notch eigenvalue problem. For the corresponding exponents 

it holds  ̂    . If the contour   closely surrounds the notch tip, the  -integral can be written as 

      ̂   ∫ {          ̂        ̂     }
  

   
d   

      
    

    
    

    
     

     
     

    (5) 

where the constants   
 ,…,  

   are given by definite integrals independent of the coordinate  .  

Because of their complicated form, they are not stated here. The superscript   or    corresponds to the 

material regions bounded by the angels    and   . The comma in the subscript means the derivation with 

respect to  . Because of the path independency of the integrals, the left hand side integral in (4) can be 

computed numerically along the path, which is any remote integration path with finite diameter. Since the 

exact solution   in this case is not known, a finite element solution can be used as its approximation. 

2.3. Stability criterion 

The stress field around a bi-material notch inherently covers combined normal and shear modes of 

loading. In the present paper where the two orthotropic materials are assumed as perfectly bonded, only 

crack propagation into materials   or    is supposed.  

There are different methods to determine a stability criterion, for example as shown in (Erdogan & Sih, 

1963; Profant et al. 2013). In present paper, a strain energy density factor (SEDF) is used, (Sih, 1977). 

Strain energy density is defined as 

         
  

  
  ∫        

   

 
, (6) 

where   is the strain energy,    is diferential volume and     is strain. The integrand in (6) has to be 

total differential to provide the integral to be path-independent. Using the constitutive laws and 

substituting into (1) one can obtain 

        
 

 
        

    
                     

    
 

 
        

    
     (7) 

where the    
,      

,    
 are functions of the parameters   and   and can be found in (Profant et al., 

2010). The strain energy density depends on the distance r from the notch tip. To make this dependence 

weaker, it is convenient to introduce a mean value of the SEDF over some distance d, which equals 

  ̅      
 

 
∫       

 

 
   (8) 

A potential crack can initiate in both materials and the crack direction is determined from the minimum of 

the mean value of the strain energy density. The resulting direction is then used for stability criterion 

estimation. 

The critical value of the generalized stress intensity factor    is consequently determined from the strain 

energy density factor corresponding to the critical conditions, i.e. a crack initiates. A crack will not 

initiate at the tip of a bi-material notch if the value   is lower than its critical value   , i.e. 

  (     )           (9) 

where       is an applies load and     the fracture toughness.  

3. Results and Discussion 

The procedure discussed above can be used to make a parametric study of the notch with geometry and 

external loadings given in Fig. 1b. The rectangular bi-material orthotropic notch is characterized by 

angles      ° and       °; this configuration often occurs in engineering constructions. The 

Young’s moduli in Cartesian coordinate system according to the materials I, II are           MPa, 

         MPa,           MPa,           MPa. The eigenvalues corresponding to the stress 

singularity exponents are equal to          and          and GSIFs hold the values of  

           MPam     and            MPa m    . The evaluation of SEDF  ̅ around the notch 

tip is depicted in the Fig. 2. 
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Fig. 2: Strain energy density factor as a function of the polar coordinate  . The distance        mm. 

The minimal value determines the angle of crack initiation. 

4. Conclusion 

Composite structures involving interfaces, notches and free edges generally develop a singular elastic 

stress field near the intersection of lines of material and geometrical discontinuities. These localized 

regions of severe stress state are possible sites of failure initiation and growth. The aim of the present 

paper was to determine the stability criterion of the bi-material notch tip using a combination of analytical 

and numerical approach. As the stability criterion, the critical value of the generalized stress intensity 

factor was introduced. Using of this criterion is conditioned by the capable mathematical theory for the 

evaluation of those parameters, which characterize the stress singularity in notch tip vicinity and 

consequently allow to compute relevant concentrator characteristics. Because of the generalization of the 

stress singularity character at the notch due to its geometry, the  -integral method and Lekhnitskii-

Eshelby-Stroh were chosen.  
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Abstract: Heat exchangers have been used for a broad range of industrial applications. Due to its good 

thermal conductivity and mechanical strength, metal has been widely applied for making the heat 

exchangers. Recently, however, because of their superior characters, including corrosion resistance, cost-

effectiveness, light-weight, high ratio of surface-area to volume, dual transport ability, and less fouling 

ability, polymeric hollow fibers (PHFs) have been used for fabricating heat exchangers for many 

applications. The purpose of this paper is to present a versatile numerical model, which can be conveniently 

used for designing PHF heat exchangers (PHFHEs) and reliably used to predict the thermal characteristics 

of the heat exchangers, including fluid outlet temperatures, external, internal, and overall heat transfer 

coefficients, and total heat transfer rate as well as the thermal efficiency. 

Keywords: Numerical model, Heat exchanger, Heat transfer, Polymeric hollow fibers. 

1. Introduction 

Polymers began to be used in the construction of heat exchangers over 40 years ago (Whitley, 1957). 

Polymers offer several advantages over metal. Their lower price; ease of shaping, forming and 

machining; and lower densities are the reasons for their much lower construction, transportation and 

installation costs. They are environmentally attractive because the energy required to produce a unit mass 

of plastics is about 2 times lower than that of common metals. Because of the smooth surface of 

polymers, the friction factors and thus pressure drops are smaller and there is less fouling than with 

commercial metal tubes. Polymers have excellent chemical resistance to acids, oxidizing agents, and 

many solvents. Moreover, drop-wise condensation caused by the smooth surface of hydrophobic plastics 

instead of film-wise condensation leads to a much higher heat transfer coefficient. 

The main disadvantage of using polymers is their low thermal conductivity, which is usually between 0.1 

and 0.4 Wm
-1

K
-1

 and thus 100-300 times lower than thermal conductivity of metals. This limits the use of 

polymers for heat exchangers due to high magnitude of wall thermal resistance (Zarkadas & Sirkar, 

2004). Additionally, the high thermal expansion of plastics requires special design considerations. On the 

other hand, this expansion can also be a benefit because repeated expansion and contraction of the plastic 

tubes can lead to scale detachment (Githens, 1965). 

Two main approaches exist to achieve performance comparable with metal heat exchangers. The first is 

to increase the thermal conductivity of the material and the second one is to decrease the wall thermal 

resistance by using thin walls between heat transfer mediums. That is why PHFHEs are proposed as a 

new type of heat exchanger for lower temperature/pressure applications (Zarkadas & Sirkar, 2004). 

Besides the advantages mentioned above, PHFHEs are easily and inexpensively formed even into 

complex shapes, which enables their mass production. They are recyclable, which is a benefit from an 

ecological point of view. 
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2. Calculation Method 

A simple iterative analytical model is used to calculate the estimation of the heat transfer between the hot 

fluid in the tubes of the heat exchanger and the air flow in the shell side. It is very important to have an 

approximation of the behavior of polymers for designing an appropriate PHFHE. 

2.1. Equations 

For any other considerations the subscript t is used for values related to the tube inside, s for values 

related to the shell side, i for inputs and o for outputs. 

2.1.1. Heat Transfer in the Tube Side 

The average Nusselt number of a circular tube at a laminar condition under a constant wall temperature 

Tt,w can be correlated as (Whitaker, 1972): 

    
̅̅ ̅̅ ̅  

  ̅̅ ̅  

  
     [

      

 
 

  
 

]

   

(
  

  
)
    

, (1) 

where               is the Reynolds number and               is the Prandtl number. All 

properties, density ρt, dynamic viscosity µt, specific heat at constant pressure cp,t, thermal conductivity kt 

and velocity Vt, are evaluated at the arithmetic mean of the tube fluid inlet and outlet temperatures 

                     . Dynamic viscosity µw is calculated at Tt,w. The above equation (1) can be used 

if both assumptions               and                   are fulfilled. 

If it is true that          
 

  
      

  

  
        the Nusselt number can be considered as a constant and the 

equation (2) can be applied (Incropera & DeWitt, 1996): 

     
    

  
      or        

  

  
. (2) 

The equation (3) (Dittus and Boelter, 1930) should be used for smooth tubes with a fully-developed 

turbulent flow, i.e.          : 

     
    

  
         

      
   . (3) 

The equation (2) can often be used for calculations of PHFHEs because dt is less than 1 mm, which means 

the entry region and Ret are relatively small under normal operating conditions. 

The outlet temperature can be found as 

                                    ̅   ̇      , (4) 

where L is the length of the tube and  ̇         
    is the mass flow rate. 

The heat transfer rate from the tube can be found as: 

     ̇    (           )    ̅          , (5) 

where        is the log-mean temperature difference in the tube side: 

        
(          )             

                             
. (6) 

The total heat transfer rate from all tubes in the heat exchanger should be: 

         ,  (7) 

where Nt is the total number of tubes. 

2.1.2. Heat Transfer in the Shell Side 

The most common correlation for the average heat transfer coefficient of the air flow across tube bundles 

in an in-line arrangement is (Zukauskas, 1972): 

    
̅̅ ̅̅ ̅  

  ̅̅ ̅  

  
           

    
    (

   

   
)
    

, (8) 
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where properties ks, Prs and Res,max are evaluated at the arithmetic mean of air inlet and outlet temperature 

                    and Prw is evaluated at Ts,w. Calculation of Res,max is based on the maximum air 

velocity which is for aligned arrangement approximately equal to                    , where 

          and ptr is a distance between centers of the tubes in the perpendicular direction to the air 

flow. 

The equation (8) is valid only for tube banks having 17 or more rows of tubes in the air flow direction 

(     ), otherwise a correction factor CZ2 has to be added (Zukauskas, 1972): 

    
̅̅ ̅̅ ̅             

̅̅ ̅̅ ̅      . (9) 

The equation (8) can be used only for                and                    . For 

                  the equation (10) for a single tube can be applied (Zukauskas, 1972): 

    
̅̅ ̅̅ ̅  

  
̅̅ ̅  

  
        

      
    (

   

   
)
    

. (10) 

The values of all the constants can be found in tabular form in most heat transfer books (e.g. Incropera & 

DeWitt, 1996). 

The total heat transfer rate from the tube bank to the air can be calculated as: 

             
̅̅ ̅          , (11) 

where        is the log-mean temperature difference: 

        
(         )            

                           
. (12) 

Based on the principle of conservation of energy, Ts,o can be found as: 

                          [ 
       ̅̅ ̅

             
]. (13) 

Using area of the tube side or area of the shell side, the overall heat transfer coefficients can be evaluated 

and              (Incropera & DeWitt, 1996): 
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In the equations (14) and (15) rf represents a fouling factor. Its value is negligible for PHFHEs and does 

not need to be considered in the present calculation. 

2.2. Iterative Model 

An iterative model is based on the equations from the above subsection. The superscript denotes the 

iteration. 

Step 1: Start with the assumption that     
                 for the first iteration so all   

 ,      
  and   

  

can be calculated using equations (1-6). 

Step 2: Assume     
      

       
  

  
          and   

 ,   
  and     

  can be calculated using equations 

(8-13). Note that qr=qt for i=1. 

Step 3: Evaluate next temperatures of the wall as     
        

      
    

    
     (  

    
 )  and 

    
        

      
    

    
        

    
    and using them, recalculate   

   ,   
   ,      

   ,     
   , 

  
    and   

   . 

Step 4: If both |    
        

 |    and |    
        

 |   , where δ is a small non-negative number, stop 

and go to step 5. Otherwise,       
      

       and i = i+1. Then go to step 2 using the 

updated     
   . 
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Step 5: Evaluate total heat transfer rate Qt, Qs using equations (7) and (11) and overall heat transfer 

coefficient Ut and Us using equations (14) and (15). 

The iterative model is developed to find the outlet temperatures Tt,mo and Ts,o, the heat transfer rate Qt and 

Qs and the overall heat transfer coefficients Ut and Us. In order to preserve the principle of conservation of 

energy, i.e.      , several iterations are expected to obtain a convergent value of qr, which should be 

close to qt and qs and        
  should be smaller than a preselected allowed error ε. 

3. Results 

The iterative model was tested for two same proportional PHFHEs with different diameters of fibers. As 

you can see in Fig. 1 the total heat transfer rate is much better for PHFHE with a smaller diameter if the 

same proportional PHFHEs used with constant velocity (0.15 m/s) and the same input temperature (60°C) 

of 50% ethylene-glycol/water and in tubes and the same input temperature of air (20°C) outside. These 

results confirm opinions mentioned in the first section. 

 

Fig. 1: Dependency of the total heat transfer rate on velocity of air outside. 

4. Conclusions 

As described in the first section, using polymers for heat exchangers has many advantages but also some 

problems which require further close study. However, this theoretical iterative model can approximately 

show the behavior of the PHFHE and processes of heat transfer that take place in polymer fibers. That can 

help to choose or create the best heat exchanger for the conditions required. 
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Abstract: The article deals with the development of one of the key part of the complex CFD model of natural 

draft wet-cooling tower flow namely model of rain zone. The physical phenomena occurring in the natural 

draft cooling tower can be described by the combined Eulerian-Lagrangian model with additional model of 

film type fill. The Eulerian part is the model of the flow of homogeneous mixture of dry air and water vapour. 

The Lagrangian part is the model of transport of liquid water droplets. The heat and mass transfer between 

Lagrangian phase and Eulerian phase is included via source terms in the model of homogeneous mixture of 

dry air and water vapour. The simplified model of rain zone based on the solution of boundary value problem 

for the system of ordinary differential equation is also derived. 

Keywords:  Natural draft wet-cooling tower, Eulerian-Lagrangian model, Rain zone, Evaporative 

cooling. 

1. Introduction 

The aim of the wet-cooling tower is transfer of heat from cooled water into the moist air. The cooling of 

flowing water is connected with warming up of flowing moist air and with increase of its humidity. The 

density of warmed air is decreasing unlike of surrounding air and this density difference produce natural 

draft. 

Cooled water is sprayed above the fill using the set of sprayers. In the channels of counterflow cooling 

tower fill water flows vertically down as a liquid film. Air is driven by tower draft and flows in the 

opposite direction. Evaporation and convective heat transfer cool down the water. The water is leaving 

the fill zone and falling down in the form of rain to the pond at the bottom part of the cooling tower. This 

work concentrates mainly on the development of the model of heat and mass transfer in the rain zone. The 

water droplets are considered as Lagrangian phase and moist air is considered as Eulerian phase. 

2. Eulerian Model of Moist Air Flow  

Moist air can be considered as homogeneous mixture of dry air and water vapour. Continuity equation for 

dry air can be written as 

 
 (  )

  
  

 (    )

   
  

 

   
[     

   

   
]     (1) 

where      is diffusion coefficient of dry air in the water vapour. We can express the continuity equation 

of water vapour in the form 
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]    (    )  (2) 

where   (    ) represents the density of source of vapour and diffusion coefficient of water vapour in the 

air is          . The system of momentum equations can be written in the form 
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where        represents gravitational force acting on the flowing moist air,     is the stress tensor in a 

flowing fluid,   represents a loss coefficient per meter of the fill zone and   (    ) is momentum source. 

The energy equation is written in the form 

 
 (  )

  
  

 

   
[             ̇]    (    )        (4) 

where   (    ) is density of heat source where the only sensible part of heat source is considered because 

of the definition of total energy 

     (    
    

 
)  (

 

   
  

    

 
)  (5) 

where   is Poisson coefficient 

   
  

  
  (6) 

Pressure can be expressed using the equation of state as 
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 )

  (   )
    (

     (     )

    
)  (7) 

where   is specific moisture and    is water vapour mass fraction. Detailed description of the model of 

the flow of homogeneous mixture of air and water vapour is in reference Hyhlík (2014). 

3. Lagrangian Model of Water Droplets  

There is flow of moist air with droplets in the rain zone and in the spray zone. Mean diameter of droplet 

falling down in the rain zone and in the spray zone is in the order of millimeters. It is stated in the 

reference Kroger (2004) that mean diameter in rain zone is     mm. Pierce (2007) measured mean 

diameter      mm and Sauter mean diameter      mm in rain zone. Viljoen (2006) measured droplet 

mean diameter for medium pressure spray nozzles about   mm and Sauter diameter was between     and 

    mm in spray zone. For low pressure spray nozzles Viljoen (2006) measured in spray zone mean 

diameter about     mm and Sauter mean diameter was about     mm.  

Equation of motion of a single droplet falling down can be derived by using Newton’s second law 

   
   

  
  

 

 
         (  )  

    
[     ( )]

 

 
  (8) 

where first term on the right side represents gravitational force and second term is drag force with relative 

velocity of air to droplet |     ( )|    is droplet mass,    is droplet velocity,   is droplet radius,   is 

gravitational acceleration,    is density of water,   (  ) is drag coefficient and     is moist air density. 

3.1. Droplet heat and mass transfer 

In the case of dilute mixture the rate of change of mass of single droplet can be expressed as 

 
   

  
           

 (  (  ( ))   ( ))  (9) 

where    is mass transfer coefficient,      is averaged density of moist air,   (  ( )) is specific 

humidity of saturated moist air at the temperature of droplet and  ( ) is specific humidity of moist air 

flowing around the droplet. If we assume uniform drop temperature, then convection heat transfer can be 

expressed using Newton’s law of cooling 

  ̇       (     ( ))  (10) 

where   is heat transfer coefficient,    is moist air temperature and   ( ) is droplet temperature. Rate of 

change of internal energy of single droplet can be then expressed as 

 
 

  
(       )      

   

  
     

   

  
  ̇  

   

  
  (  )  (11) 

where     is specific heat capacity of water and   (  ) is enthalpy of water vapour at droplet 

temperature. Heat and mass transfer can be evaluated using correlations of Ranz and Marshall (1952) 
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                     (12) 

                    (13) 

which are based on Nusselt number   , Reynolds number   , Prandtl number   , Sherwood number    

and Schmidt number   . 

4. Simplified Model of Rain Zone 

The definition of droplet velocity can be used to modify system of equations (8-11) to get similar 

equations like Fisenko et al. (2002). The equation describing the change in radius can be derived from 

equation (9) 
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[  (  ( ))   ( )]  (14) 

The equation for the velocity of falling droplet is based on equation (8) 
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The equation for temperature of droplet is based on equation (11) 
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The density of water droplets per meter of the rain zone can be defined as 
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  (17) 

where   ̇ is water mass flow rate at rain zone inlet and    is droplet radius at the inlet. Mass balance of 

incremental step of rain zone can be expressed from the point of view of flowing moist air as 

   ̇
  

  
    ( )  ( )

   

  
  (18) 

where   ̇  is dry air mass flow rate. The change in moist air total enthalpy of incremental step of rain 

zone can be expressed like 

   ̇
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  (  )]  (19) 

The change in specific moisture can be expressed from equation (18) and by using equation (14) as 
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The change in moist air temperature is expressed using derivation of moist air enthalpy definition 
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After substitution of equation (19), (20), (9) and (10) we get 

 
   

  
 

       

  ̇ (         )
[ (     )        ( 

 (  )   )   (     )]  (22) 

Equations (14), (15), (16), (20) and (22) form our model of rain zone. We have boundary value problem 

for the system of ordinary differential equations in rain zone. We should prescribe droplet radius, droplet 

velocity and temperature on the upper boundary. Moist air temperature and specific humidity should be 

stated on the lower boundary of the rain zone. 

5. Source Terms 

From the point of view of Eulerian model given by equations (1), (2), (3) and (4) it is necessary to solve 

them iteratively together with initial value problem for the system of equations (14), (15) and (16) and 

prescribe source terms. The density of water vapour source is 
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   (    )  
      ( )      
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The source in the system of momentum equations can be expressed as 

   (    )     (  )  
    

[     ]
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  (24) 

The density of heat source where only sensible part of heat source is considered is 

    (    )  
       ( )

 ( )
( (     )        ( 

 (  ( ))   ( ))      )  (25) 

Because of the definition of total energy (5) the density of heat source should by calculated as 

   (    )     (    )             (    )  (26) 

6. Conclusions  

The Eulerian-Lagrangian model of moist air flow with droplets falling down is developed. The key part of 

the proposed model is the calculation of sources of mass, momentum and energy defined by equations 

(23), (24), (25) and (26). The developed model is an extension of previously developed model of natural 

draft cooling tower by Hyhlík (2014) where heat and mass transfer in rain zone was omitted. Byproduct 

of the development is rain zone model given by equations (14), (15), (16), (20) and (22). Practically it is 

the model of counterflow rain zone.  We have boundary value problem for the system of ordinary 

differential equations in this case. Not least should be mentioned that proposed model is ignoring droplet 

distribution function and the influence of droplet deformation on the heat and mass transfer. The more 

complex models will be probably developed in future. 
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Abstract: This paper introduces an identification of an aeroelastic profile as n – degrees of freedom linear 

system. The common identification is based on the excitation of the system with an impact hammer and the 

measurement of the response by an acceleration sensor and using the transfer functions the modal properties 

are evaluated. This approach gives a disadvantage in the sense of influence of the system structural 

properties. In this paper the identification of the dynamical system is based on the optical measurement of 

the system response. The great advantages of this approach are both the low influence of the measuring 

devices to the system properties and the high precision of the measurement. The theory has been verified on 

the aeroelastic profile NACA 0012 with 2 degrees of freedom and the results are presented.  

Keywords: System identification, Aeroelastic profile, Optical measurement. 

1. Introduction 

The identification of the real object means to derive its mathematical model. The mathematical model has 

to fulfill certain criterion; the most important one is that the model describes the object properties as close 

as possible. Identification of the dynamical system is widely spread field of study, when the most 

methods are based on the system excitation and its response measurement and using the transfer function 

the modal properties are evaluated, see Kozánek (1982). There have to be performed more measurements 

for the complete system description. This approach gives a disadvantage in the sense of added mass 

(weight of the sensor) and added damping (the sensor´s wire attachment). The mentioned disadvantages 

influence the profile´s modal and structural properties and these changes can cause a difference between 

numerical simulation and real experiment results. This paper describes an identification method based on 

the optical measurement of the system response. The great advantage of the optical measurement is a 

minimal impact on the system properties and the requirement of one measurement only. 

2. System Identification  

The linear system can be described by the equation of motion  

   ̈( )    ̇( )    ( )   ( )  (1) 

where  ( ) is the position vector,  ( ) is the excitation vector and M, B, K are the mass, damping and 

stiffness matrices, respectively. The acceleration, velocity and displacement responses can be expressed 

using the modal transformation 

  ̈( )    ̈( )  ̇( )    ̇( )  ( )    ( )  (2) 

where   is the matrix of modal vectors. Coupling the equations (1), (2), using the equalities  

         (       )   
        (   

 ),           , where   is the number of degrees of 

freedom and the assumption the modal vectors matrix is orthogonal, the resulting equation of motion in 

modal coordinates can be written in the form  

  ̈ ( )          ̇ ( )     
   ( )      

   ( )  (3)  
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where         is the damping ratio and natural frequency, respectively. The modal coordinate   ( ) can 

be derived from the natural coordinates using a suitable data processing, i.e. appropriate data filtration. 

The relation between the structural matrices and modal properties can be expressed in the form 

             (       ) 
         (   

 )    (4) 

where           denotes the number of degrees of freedom. The damping ratios    , undamped 

natural frequencies      and modal vector matrix   are determined from the modal coordinates. The 

natural frequencies    of the damped system are calculated using the Fourier transformation. The Hilbert 

transformation of the modal coordinate    is used for calculation of     in the sense of relation 

     √
 

  (
  
  
)
  (5) 

where    is the slope of the envelope of the modal coordinate    when it is depicted in semi logarithmic 

coordinates. Similar approach based on Hilbert-Huang transformation is described in Yang et at. (2003). 

The natural frequency of undamped system is determined as 

     √
  

   
   
  (6) 

The element      of the matrix   is calculated from the mean value of the ratio of the modal coordinate    

in the position 1 and  .  

 

Fig. 1: Scheme of the profile NACA 0012 attached to the frame. Points P1, P2 denote the positions of 

targets, which have been recorded by camera.CG means center of gravity, EA denotes the elastic axis. 

3. Experimental Measurement  

It has been chosen a profile NACA 0012 with two degrees of freedom for the theory verification. The 

length of the chord is 100 mm and the span of the wing is as well 100 mm. The wing is attached with two 

leaf springs to the frame, see Chládek et al., (2012). The scheme of the profile is in the Fig. 1. 

There has been attached a white paper with two black points P1, P2 on one side of the profile. The black 

points have been chosen to increase the contrast to the white background and these points have been used 

for the instantaneous position determination. The number of black points has to be equal to the number of 
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degrees of freedom. The paper with the weight of less than 0.2 g is the only one influence to the profile. 

The position of the points has been captured with high frequency camera Dantec NanoSense. The 

sampling frequency has been set up to            and the record time as non-optional parameter has 

been calculated as         . One picture from the camera is shown in the Fig. 2. The profile has been 

deflected from its equilibrium position and its response has been measured. Based on the Fourier 

transform of the signal the natural frequencies    have been computed and the digital filters have been 

designed. It has been chosen a bandpass type filter with the finite impulse response.  

Fig. 2: Picture of the targets recorded by the high frequency camera with the points P1 (right), P2 (left). 

 
Fig. 3: Eigenmodes related to the 1st natural frequency (left) and to the 2nd natural frequency (right). 

Tab. 1 Comparison of modal properties of the system evaluated from the time record of the position 

measured in the points P1 and P2. 

 Record point P1 Record point P2 

    [Hz] 31.62 31.62 

    [Hz] 38.88 38.88 

   [Hz] 31.62 31.62 

   [Hz] 38.88 38.88 

    [ - ] 323 x 10
-5 

324 x 10
-5

 

    [ - ] 190 x 10
-5 

190 x 10
-5
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Fig. 4: Comparison of experiment (solid line) and numerical simulation (discrete points) in time record of 

the profile movement. 

The modal coordinates have been derived applying the suggested filters to the original signals. The modal 

properties have been computed using (5), (6) and they are listed in the Tab. 1. This table has two columns 

due to the fact that all modal properties have been calculated twice from the signal measured at the point 

P1 and P2 as well. The eigenmodes related to the natural frequencies are plotted in the  

Fig. 3. The structural matrices have been calculated using (4). The possible way for the matrices 

verification is the computation of (1) with the initial conditions corresponding to the real experiment and 

the excitation vector  ( )   . The numerical integration has been performed with the time   (     ) 
and the results are compared with the experiment in the Fig. 4. 

4. Conclusions 

Identification method based on the optical measurement of the system displacement has been introduced. 

There have been performed both numerical simulation and experiments for the theory verification. The 

results have demonstrated high accordance of the real system with its mathematical model. Considering 

the Tab. 1 it can be concluded that the measurement has been performed with very high precision, 

because the differences of calculated modal properties are negligible. The most important results of 

introduced identification process are the correct structural matrices, which have been proved by 

comparing the real experiment and the numerical simulation of system response to the given initial 

conditions. The major disadvantage of the submitted method is the requirement of an expensive high 

frequency camera while the widespread used acceleration sensors are significantly cheaper. 
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Abstract: Nonlinear initial value problems (IVPs) for ordinary differential equations are considered. As a 

representative, a cement hydration model is chosen. The model equation depends on a few parameters that 

are to be identified on the basis of hydration-related measurements at a sequence of time points. This is done 

through the minimization of a cost function defined as the sum of squared differences between the measured 

values and the model response at the same time points. To minimize the cost function, a gradient based 

algorithm is used. The gradient of the cost function can be calculated either by numerical differentiation or 

via solving auxiliary initial value problems. The minimization algorithm tends to find a local minimum. 

Therefore, it is run from different starting points to increase the chance of finding the global minimum. 

Algorithms are coded in the Matlab environment, and Matlab IVP solvers as well as Matlab Optimization 

Toolbox and Symbolic Math Toolbox are utilized. The latter makes the derivation of the auxiliary IVPs easy 

and reliable. 

Keywords: Identification of parameters, Initial value problem, Matlab, Sensitivity analysis. 

1. Introduction 

Identification of parameters is a frequent problem in modeling real-world phenomena. In a common 

situation, a phenomenon is observed and its features are quantified through measurements. Next, a 

mathematical model is formulated that, inevitably, depends on parameters that can be general and known 

(as general physical constants, for instance) or rather special and known only approximately. Parameters 

can also determine the basic hypothesis of the mathematical model. As an example, take a possible 

uncertainty in the relationships between quantities involved in the model. These relationships can be 

described by, for instance, linear, quadratic, or exponential mathematical expressions, and the first goal of 

modeling is to identify the classes of dependencies that constitute the model. 

In this paper, we focus on the identification of parameters in initial value problems for ordinary 

differential equations. This subject has been widely studied in the literature. An easily accessible 

introductory material (Munster, 2009) can serve as an appropriate starting point for beginners in the field. 

A more advanced application is the subject of the paper (Babadzanjanz et al., 2003). Let us note that we 

will deal with a problem that is not ill-posed and that can be treated in a straightforward way similar to 

that used in the papers cited above.  

We were motivated by the report (Mareš, 2012), where four parameters of a cement hydration model are 

identified through a neural network approach. The initial value problem is, see (Mareš, 2012), 

 
  

  
( )    (

  

  
  ( )) (    ( ))   (

 

  
 ( ))  ,  (1) 

  ( )   ,  (2) 

where   is the time dependent degree of hydration,    and   are coefficients related to the cement 

chemical composition,    is the limit value of the hydration degree,   represents the microdiffusion of 

free water through formed hydrates, and C is a constant originating from an expression comprising some 
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physical constants such as the universal gas constant, for instance. The initial condition  ( )    stands 

for the hydration degree at time     that is assumed to be zero though a positive value less than    is 

also possible. The degree of hydration is measured at time points   , in this way, values   , i = 1, 2, …, n, 

are produced. To take account of possibly different importance of the measurements, nonnegative weights 

  can be considered. In the sequel, the hydration initial value problem will also be referred to as the state 

equation, especially in the context that is not limited to the hydration equation but includes other initial 

value problems too.  

Constant C is known, but the values of   ,   ,  , and   are to be identified through the minimization of 

the cost function defined as follows 

  (          )  ∑   (    (  ))
  

     (3) 

The range of these input parameters is given in Table 1 taken from (Mareš, 2012). As a consequence, we 

arrive at a constrained minimization of f, where, to obtain the value of f for different inputs, the hydration 

initial value problem (1)-(2) has to be repeatedly solved.  

Tab. 1: Lower and upper bounds for input parameters   ,   ,   , and  . 

Parameter Minimum Maximum 

   0.7 1.0 

   10
6 

10
7 

   10
-6 

10
-3 

  -12 -2 

2. Methods 

Various approaches are possible for solving the constrained global minimization problem described in the 

end of Section 1. We have chosen an SQP (sequential quadratic programing) method implemented as the 

optimization procedure fmincon in the Matlab Optimization Toolbox, see (Optimization, 2012). This 

Matlab function is designed to find a minimum of a constrained nonlinear cost function. The algorithm 

asks for the gradient of the minimized cost function. The gradient can be either calculated automatically 

by a numerical differentiation of the cost function or delivered by a user-written Matlab function. To use 

the latter option, it is necessary to derive and solve auxiliary initial value problems that represent the 

sensitivity of the solution of the state equation to the input parameters. The sensitivity is, in fact, the 

derivative of the state solution with respect to an input parameter. The background theory for the 

derivation of these problems is described in (Kurzweil, 1978), Chapter 14, for instance.  

2.1. Sensitivity equations  

The aforementioned initial value problems have the same form, namely 

 
  

  
( )   ( ) ( )   ( ),  (4) 

where  ( ) and  ( ) are known functions containing the state solution  ( ) the derivative of which we 

wish to calculate. The equation is equipped with  ( )   , the initial condition. In detail, 

 ( )       (
 

  
 ( )) (   

  

  
   ( )  (

  

  
  ( )) (    ( ))   

  )   (5) 

is shared by all the sensitivity equations but   is more input parameter dependent. If the sensitivity (that 

is, the derivative) to    is required, then 

 ( )     ( )    (
 

  
 ( ))   

   

   (       
            ( )     

  ( )     ( )  )  (6) 
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If    is in the focus of sensitivity analysis, then 

  ( )  (
  

  
  ( )) (    ( ))    (

 

  
 ( ))     (7) 

For   , we obtain 

  ( )    (    ( ))    (
 

  
 ( ))    

     (8) 

Finally, the differentiation with respect to   results in  

  ( )    (
  

  
  ( )) (    ( )) ( )    (

 

  
 ( ))    

     (9) 

To facilitate the process of the derivation of the sensitivity initial value problems, Matlab Symbolic Math 

Toolbox, see (Symbolic, 2012), was employed. By using this tool, we automatically both derive the 

sensitivity formulae and obtain the respective Matlab functions that are then called from a sensitivity 

calculation routine. 

The sensitivity of the cost function, represented by the partial derivative of f with respect to  

  {          }, is as follows 

 
  

  
  ∑   (    (  ))  

 (  )
 
   ,  (10) 

where   
 , the derivative of   with respect to  , is obtained through solving the sensitivity initial value 

problems (4)-(9), that is,   
   . 

The key point of the calculation is to solve the initial problems. This is done by the ordinary differential 

equation solver ode45, a standard Matlab function. Although its use in the main program as well as in its 

subroutines is easy and comfortable, it has turned out that the accuracy the gradient calculation is affected 

by the values of the inner parameters that control the setting of the ode45solver. Tuning of these 

parameters is recommended. 

2.2. Results and comments 

Outputs of two identification program runs are depicted in Fig. 1. The data were generated from a known 

state solution, the parameters of which were then “lost” and identified again.  

 

Fig. 1: Measured data and the solution of the hydration problem corresponding to the identified 

parameters   ,   ,   , and  . 

In the left graph, one can see that the data points are not exactly matched. The initial cost of 181.932 was 

reduced to 4.086, which falls short of expectations. The minimization method got stuck at a local 

minimum. The right graph results from the optimization run starting at a different initial point. The initial 

cost of 3 408.858 was reduced to 0.0000222. 
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3. Conclusions 

The coupling of a purely numerical software with a computer algebra tool has proved to be effective. It 

substantially reduces the danger of erroneous derivation of the sensitivity equations and saves coding 

time. Since the identification problem is a sort of global minimization problem, one has to be careful 

when using a gradient-based optimization algorithms. A set of different starting points has to be chosen. 
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Abstract: The aim of this project was to setup a surrogate process that is able to substitute a real crash test 

of road barriers. As a standardized vehicle was used a typical city bus. The sensitivity analysis was 

performed due to detailed understanding of the parameters limits and their relations. The sensitivity study 

enables to check more than one crash test loadcase. Two variants of optimization were used, the standard 

optimization procedure and optimization with meta-model based on the previous sensitivity study. Both of 

them used the evolutionary algorithm. The goal was to increase a maximum internal energy of the barrier. 

Apart from that the vehicle maximum deceleration was improved. The optimized barrier model was verified 

in the thorough explicit numerical study due to investigation of the detailed interaction between the barrier 

model and the vehicle model. The effect of the testing vehicle on the crash barriers can be evaluated in tens 

of impact directions and impact velocity values. Apart from that the design of barriers was improved. The 

detailed numerical analysis of the “best” variant confirms a good relation between numerical simulations 

and real tests. 

Keywords:  ANSYS, Explicit Analysis, Road barriers, OptiSLang, LS-Dyna. 

1. Introduction 

The safety in road traffic is a long-term problem in most countries regardless their actual state of 

economy or political situation. There are many types of technical resources that can help to reduce 

undesirable consequences of very frequent road accidents. One of the most difficulties in a production of 

these technical resources is to estimate their capability to decrease unfavorable results of traffic accidents. 

Many kinds of possible real situations lead to many analyzed loadcases.  

The aim of this project was to setup a standard process of a numerical simulation that is able to substitute 

a real crash test of road barriers which is whenever expensive. Two points of a view are included in this 

project. The first is to build a simple and quick numerical model of the crash test that can be used in 

optimization process with hundreds of variants. The second point of view is to build the accurate 

numerical model as much as possible. This kind of model has to be used as a substitution of a real test. 

Both models can be used as a part of a development process.  

2. Crash Test Configurations – Sensitivity 

The simple model of the crash test, see Fig. 1, was built due to the investigation of the worst loading case 

that barrier has to satisfy. It brings a general overview of relations between the vehicle impact velocity, 

the impact angle and structural results on the barrier. A typical city bus that is most common in this area 

was used as a standardized vehicle. It represents a body with 13 tons of mass impacted to the barrier 

under defined angle. 

The sensitivity analysis was performed with next input parameters: 

 impact velocity, 

 impact angle between vehicle and barriers, 

 thickness of the barriers (two parameters). 
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Next output parameters were investigated: 

 internal energy of the barrier assembly, 

 residual velocity of the vehicle, 

 maximum deceleration of the vehicle. 

More input parameters were investigated in previous analyses. Moreover during the barriers geometry 

design some local parts were parameterized together with global parameters of the barrier (material 

thickness). All parameters were evaluated in a form of correlation coefficients. It enables to exclude 

redundant parameters from a complex study (Saltelli, 2008). With respect to this previous investigation 

only thickness parameters were used in the final optimization study.  

 

Fig. 1: Simple numerical model. 

All investigated parameters were analyzed in maximal important on their limits with regards to 

manufacturing of barriers and all possible load cases in the crash test.  

A very common approach in parameters choice is random sampling, which is called Monte Carlo 

Simulation (MCS). For design exploration the design variables are assumed to follow a uniform 

distribution with given lower and upper bounds. However this method fills the limit space not so much 

effectively. Many parameters sets are doubled. The better method was used, the advanced Latin 

Hypercube Sampling (Fig. 2). This method is able to setup parameters values more uniformly around the 

whole limit space. 

 

Fig. 2: Stochastic sampling schemes. 

The performed sensitivity study confirms a high influence of the vehicle impact angle to all output 

parameters, especially to the maximal deceleration and residual velocity of the vehicle. This was 

quantified by correlation coefficients. The particular distribution of the influence of input parameters to 

output parameters was described by coefficients of importance. 
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3. Road Barriers Optimization 

The previous sensitivity model was used as a base for next optimization. The goal was to increase a 

maximum internal energy of the barrier. It represents an energy that is absorbed in the barrier assembly 

mainly by its deformation. Not only absorbed energy but also the vehicle maximum deceleration was 

used as a significant goal of the optimization study. Apart of that the residual velocity of the vehicle was 

investigated as well. 

Two variants of the optimization were used, the standard optimization procedure and the optimization 

with meta-model (Most, 2008) based on the previous sensitivity study. Both of them used the 

Evolutionary algorithm (Kelley, 1999).  

Evolutionary algorithms are stochastic search methods that mimic processes of natural biological 

evolution. These algorithms have been originally developed to solve optimization problems where no 

gradient information is available, like binary or discrete search spaces, although they can also be applied 

to problems with continuous variables. 

The prediction quality of an approximation model may be improved if unimportant variables are removed 

from the model. This idea is adopted in the Metamodel of Optimal Prognosis (MOP) which is based on 

the search for the optimal input variable set and the most appropriate approximation model (polynomial 

or MLS with linear or quadratic basis). Please see Fig. 2 for an optimization procedure. 

 

Fig. 3: Optimization procedure with MOP model. 

Two thickness parameters of the road barriers were 

used as discrete input parameters (longitudinal part 

and vertical part thickness). The impact velocity and 

angle were fixed according standards for that kind of 

tests. 

The optimization study used with the advance the 

evolutionary algorithm with two optimized objectives 

(Branke, 2008) – maximal energy absorbed in road 

barriers and the maximum deceleration of the vehicle. 

Those two results are naturally in the opposite. The 

optimization enables to evaluate a pareto front from 

all design points at the start, Fig. 4. Afterwards next 

optimization steps come near this line. It significantly 

improved desirable energy value. 

During the optimization some steps bring good value 

of absorbed energy but the vehicle deceleration cross 

the value about 10G. 

The internal energy absorbed in the road barriers was 

increased about 28% to 1.4e6 J (the initial kinetic 

energy of the vehicle is about 2.5e6 J).  
Fig. 4: Multiobjective optimization assessment. 
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The residual velocity in the optimized variant was kept close to the minimum value about 14 km/h (the 

impact velocity was defined about 70 km/h. 

4. Verification Test in Numerical Simulation  

The optimized barrier model was verified in the explicit numerical study due to the investigation of the 

detailed interaction between the barrier model and the vehicle model. This analysis was compared with 

the crash test of the real vehicle, see Fig. 5. More than 500k nodes were used for the modeling of the 

vehicle body and the barrier assembly. All materials were prescribed with parameters that enable a 

material erosion and plasticity behavior as well (Hallquist, 2006 and 2012). 

The test results confirm supposed deformations from numerical simulation and the vehicle and barrier 

interaction as well.  

 

Fig. 5: Verification test of the numerical model. 

5. Conclusion 

The optimization brings two significant benefits in the road barriers investigation. At first, the previous 

sensitivity study enables to check more than one crash test load case. The effect of the testing vehicle on 

the road barriers was evaluated in tens of impact directions and impact velocity values. At second, the 

design of the road barrier was improved with the respect to the energy absorbed in barriers and 

undesirable deceleration in the vehicle body. 

The detailed numerical analysis of the “best” variant confirms a good relation between numerical 

simulations and real tests. 
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Abstract: The paper deals with finite element simulation of steel cask drop test. The analyzed cask is 

designed for transport of solid radioactive waste. The paper describes simulation when the cask is falling 

down from a height of 9 meters on the side part. The main attention of the paper is devoted to procedures 

and methods of evaluation of the results. The performed simulation revealed that the design is insufficient for 

qualification of the cask according to relevant rules. 

Keywords: Cask, Radioactive waste, Drop test, Simulations, Finite Element Method. 

1. Introduction 

In order to eliminate risk of radioactive pollution, special conditions defined by international rules as 

International Atomic Energy Agency regulations and national decrees (e.g. NRA 2006) have to be 

satisfied. The rules define conditions for storage and transport of shipments containing radioactive 

materials. Important parts of the rules are requirements of shipments resistance in accidental conditions. 

They define some hypothetical accidents as a drop of the shipment from a given height, specific action of 

fire etc. Resistance is usually evaluated by testing, computations or by employing both methods. Tests 

performed for full-scale prototypes or for their models of appropriate scale (Droste, 2007, YooJeong-

Hyoun et al., 2011, Trebuňa et al., 2012) are demanding and expensive as special testing facilities are 

necessary. Moreover, specimens used in tests are damaged and more specimens have to be manufactured 

for repeated tests. This is a reason for numerical simulation of tests by Finite Element Analysis (FEA). If 

tests are performed, simulations represent very useful tools for improving knowledge and for better 

understanding of the test results. Simulations usually serve for the assessment of cask resistance during 

the design process to reduce time and cost required to develop a final product (e.g. Rueckert et al., 1993, 

Jakšič and Nilsson, 2007). As it follows from comparison of experimental and simulation data, FEA 

based simulations can give good agreement with tests and realistic estimation of product resistance (Qiao 

et al., 2011, YooJeong-Hyoun et al., 2011). This paper deals with assessment of resistance of the steel 

cask exposed to a drop from height of 9 m. The simulations were performed using drop test simulation 

module of CAD system SolidWorks 2012. Described and discussed are methods of results evaluation for 

the assessment of the cask applicability. Description is limited to the initial engineering design and of the 

cask. 

2. Computational Model  

The initial engineering design of the cask intended for transport of radioactive waste is schematically 

drawn in Fig. 1. The cask consists of cylindrical body (1) covered with lid (2). Thicknesses of these parts 

were determined from requirements on shielding of radioactive radiation. Upper end of the lid is equipped 

with deformation elements serving also for manipulation. Deformation zone with a plate for fixing the 

cask to a transport device is at bottom part of the cask body. Both main parts of the cask are joined with 
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bolts (4) to enable loading and unloading transported waste placed in a standard steel barrel 

(3).Transported waste, mostly pieces of structural parts, can vary from case to case; hence the barrel was 

modeled as a cylinder of homogenous material with density following from cargo maximum allowable 

weight and volume of the barrel. Finite element mesh consisting of ten node tetrahedrons is in Fig. 2. As 

obvious from figure (2), smaller elements had to be used to model bolts and their connections to body and 

lid. 

 

Fig. 1: Scheme of the cask initial design. 

 

Fig. 2: Finite element mesh. 

Simulations were performed by explicit method. The mesh refinement then brought some complications 

to computations as velocity c of stress waves in a 3D continua modeled by solid finite elements is 

  
  



211

1






E
c , (1) 

where E, μ and ρ are modulus of elasticity, Poisson’s number and material density respectively. In order 

to achieve stability of the method, time increments Δt had to be less than cht / , where h is the size of 

the smallest element in the mesh. 

The cask and lid were designed to be made of welded hot-rolled steel. Designed material of bolts was heat 

treated steel, with high tensile strength and low ductility. For these parts a bilinear elasto-plastic material 

model with kinematic hardening was used. The corresponding material properties are listed in Tab. 1, 

where Re, Rm and A are the yield strength, ultimate strength and ductility respectively. The impact pad 

was considered as rigid; hence no material properties were needed to define. 

Tab. 1: Material properties. 

 E (MPa) μ () Re (MPa) Rm (MPa) A (–) ρ (kg/m
3
) 

Cask 200 000 0.30 345 625 0.3 7 850 

Barrel 14 400   20  1 600 

Bolts 200 000 0.30 1 100 1450 0.08 7 800 

3. Results Evaluation 

Evaluations were based on stress plots in individual time instances, plots of stress envelopes (i.e. their 

maximal values from all time instances), plots of strains and time courses of stress and strain in selected 

points of the model specified as sensors. 

The cask impacted onto its left side and the contact between the impact pad and the bottom and upper part 

of the cask occurred at same time. Progression of stress wave is observable from stress fields in Fig. 3 and 

Fig. 4. As color scale was set from zero to yield strength, it is visible that the von Mises stress reached 

and in some areas exceeded the yield strength of the material. This implies that plastic strains of the cask 

will occur after the impact. As an accidental situation is investigated, permanent deformation of cask 

jacked can be tolerated (or they cannot be avoided) providing that they have no effect on its integrity. To 

check structural integrity of the cask jacket the maximum values of nodal von Mises stresses are depicted 

in Fig. 5. Setup of color map is such that the red color represents the values of stress equal to the ultimate 

strength 625 MPa. It is obvious that the values of stresses are less than 418 MPa i.e. slightly above the 

yield strength but markedly under the ultimate strength. Deformation of the cask is notable in Fig. 5. On 
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Fig. 3 the stress wave is moving from the impact zone to the upper side of the container. The maximum 

value of the von Mises stress in time 50 µs is 347.4 MPa in the contact zones. 

 

Fig. 3: Von Mises stresses at time 50 µs. 

 

Fig. 4: Von Mises stresses at time 750 µs. 

 

Fig. 5: Envelope of von Mises stresses. 

 

Fig. 6: Sensors on flange of the cask. 

In order to acquire more information about the cask behavior during impact, other sensors were inserted 

on flanges of the cask, see Fig. 6. Time course of the von Mises stress in sensor S3 (see Fig. 7) shows that 

after sudden increase at beginning of impact, the stress does not change almost at all. This is caused by 

continual deformation of contact zones. The maximal value of the von Mises stress is over the yield stress 

of the material, therefore the cask will deform plastically. In contrary, values of stress in sensor S4 

changes more frequently, see Fig. 8. The maximal value of stress is below the yield strength of the 

material. 

 

Fig. 7: Time course of stress in sensor S3. 

 

Fig. 8: Time course of stress in sensor S4. 

For better understanding of the cask behavior after impact it is necessary to evaluate displacements. Full 

contact of both bodies occurred after time 3000 µs. This is visible in Fig. 9 displaying resultant 

displacements at time 5000 µs. As deformed shape is drawn in true scale, comparatively large gap 

between cask body and lid flanges is obvious.  

To investigate origination of the gap, time courses of displacements in the y-axis direction of two adjacent 

nodes of both flanges are drawn in Fig. 10. It is clear that gap originated after 2500 µs from impact. As 

stresses in flanges are small, the only explanation is that plastic deformation originated in bolts. This is 

documented by envelopes of tensional stresses in bolts in Fig. 12. 

Stress range in Fig. 11 was set from 0 to 1200 MPa. It is visible that tensile stresses in all six bolts 

exceeded the yield strength of material which is 1200 MPa. Bolts deformed plastically which caused 

origination of a gap between flanges. The maximal node value of the tensile stress is 1569 MPa. This 

value is above the tensile strength of the material, meaning that the bolts would rupture. It should be 

noted that simulation program does not enable modeling damage and rupture of a material, hence stress 

values could be larger than the ultimate strength. 
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Fig. 9: Displacements at time 5000 µs. 

 

Fig. 10: Displacements of adjacent nodes of both flanges. 

 

Fig. 11: Maximum tensional stress in 

bolts. 

 

Fig. 12: Time course of normal stress in maximally loaded 

bolt. 

4. Conclusions 

Drop tests simulated with initial engineering design of the cask for transport of radioactive waste were 

studied. The two of tests demanded by relevant rules are described and methods of results evaluations are 

presented. From evaluations of results it follows that the design did not meet conditions of its 

qualifications and therefore changes of the design were necessary. The subsequent design modifications 

are beyond the scope of this paper. 
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Abstract: This article deals with the issues of modification of destructive device for ceramic heads of total 

hip replacement based on the analysis of tensile stress state in the head. The goal of device modification is a 

shift of the location with extreme value of 1max from the region of head’s hole bottom to its opening. This 

modification will increase the credibility of the obtained material properties of bioceramics, which will be 

determined from a set of head destructions using the Weibull weakest link theory. 

Keywords:  Material parameters of bioceramics, Destruction tests, Weibull weakest link theory, 

Endoprosthesis ceramic heads. 

1. Introduction 

Material properties of bioceramic material are determined by standard 3 or 4-points bending tests using 

the Weibull weakest link theory (Jiang et al., 2011; Basu et al., 2009). This method is useful when 

samples cut out of the ceramic part guarantee the standardized minimum dimensions. If the sample 

dimensions are smaller than those given by standards, they show material characteristics of higher values 

than in reality. This phenomenon is due to the fact that with a decreasing sample volume the probability 

of a critical length crack decreases; this, under a given stress state, causes a sample fracture. 

2. Methods  

The above problem will be eliminated if not the sample is destroyed, but a specific element of a brittle 

material, in our case of bioceramics. It is necessary to expose the entire element to such a load that is 

close to operational load and generates a tensile stress state in the element. A global objective is to 

determine the material properties of bioceramics, from which hip replacement heads are manufactured. 

This hip replacement is attached to the stem taper and loaded on its spherical surface by contact pressure 

of the cup. This method shows variations and depends on the physiology of the individual patient and on 

the process of his/her physical activity. Therefore, for the destruction test, we prefer the load used to test 

the static strength of ceramic heads ISO 7206-5 (Willmann, 1993; Weisse et al., 2003). During this test, 

the head is pressed on the stem in the direction of the system 

axis and thus the created character of stress state is suitable for 

both the assessment of head static strength and also for 

determination of material properties. 

In the process of solving the stress state in the ceramic head of 

total hip replacement loaded according to ISO 7206-5, it was 

found out that the stress state in the head is heavily dependent 

on micro and macro shape deviations of tapered contact 

surfaces (Andrisano et al., 1990; Teoh et al., 2002; Fuis et al., 

2001, 2002, 2004 and 2009a). When determining the material 

properties, it is necessary to carry out destructions of at least 

35 samples in which the stress field 1. 

When destructing the head, it is necessary to know the value 
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Fig. 1: Head’s loading. 
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of tensile strain in order to subsequently determine the stress field. Therefore, two strain gauge 

transducers (about 1 mm from the edge – Fig. 1) are bonded on the outer surface of the spherical area; 

these transducers measure circumferential strain of the head under pressure loading (Fuis et al., 2006 and 

2010). The entire head is in a special destructive device and the pressure load is exerted by a piston which 

acts on the rubber disposed in a tapered hole of the head. Rubber acts on the head by internal pressure p; 

this causes the circumferential tensile strain in the head to destroy it subsequently. 

      

 

 

Isosurfaces of the first principal stress 1 in the head under a given pressure load are described in Fig. 2 

(Fuis et al., 2004, 2011). This figure shows that the maximum value of 1 (379 MPa) is at the transition 

region of the tapered hole into its bottom (region A) and is dependent on the radius of this transition r. 

After the destruction of each head, it is possible to measure the specific value of the radius and to 

determine the stress field for specifically measured radius. However, for destruction of 40 heads, this 

method is time-consuming and computational methodology of material characteristics specified in (Bush, 

1993; McLean et al, 1991) is also more complicated. Therefore, efforts have been made to eliminate the 

stress concentration at the transition region of the taper into the bottom. 

One of the options how to eliminate the stress concentration is to prevent the pressure acting in the 

transition region of the taper into the bottom and also into the part of the bottom of head hole. A metal 

plate (pad) with a trapezoidal cross-section is inserted into the region of the head bottom, as shown in  

Fig. 3 (thickness t = 2 mm). The pressure of rubber acts on a pad with a diameter d = 12 mm. This pad is 

in contact with the head bottom only on the diameter d1, which can vary. The aim of the analysis is to 

determine for which diameter d1 the maximum value of 1 in the head will move out of stress 

concentrator (the opening of the tapered hole). 

Computational modelling is performed using the finite element method - ANSYS. Due to the axis 

symmetry of the analyzed body, the head is discretized by axis symmetric elements. A bond on the 

spherical surface is modelled as rigid and pressure load is applied to the inner hole of the head - pressure 

p = 100 MPa acts on the whole tapered part (including the hole termination); pressure p1 acts in the 

contact region with the pad – Fig. 3. The value of pressure p1 is determined from the force balance of 

trapezoidal pad in the axial direction. 

In terms of head geometry it is a variant with an outer diameter of 28 mm, taper of 12/14mm and hole 

depth of 14 mm (Fig. 1). This type of head has been destroyed by a special destructive device described in 

greater detail in (Fuis et al., 2006). The head is made of bioceramics Al2O3 characterised by the value of 

modulus of elasticity E = 3.9 GPa and Poisson's ratio =0.23 (Fuis et al., 2009 and 2011a). 

3. Results and Discussions  

Isosurfaces of the first principal stress in the head for pad different diameter d1 are shown in Fig. 4. With 

a decreasing size of diameter d1, the maximum stress is still located in the region A (Figs. 1 and 4) and it 

almost always obtains extreme values of about 280 – 290 MPa. However, this value is lower than in the 

Fig. 2: First principal stress in the head 

under the pressure loading in MPa. 

 

Fig. 3: Treatment of the head’s loading in the 

destruction device.. 
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case of loading of the entire hole by pressure p = 100 MPa (Fig. 4 ). With a decreasing size of diameter 

d1, the pressure p1 acting between the pad and the head bottom increases. Moreover, with a decreasing 

size of diameter d1, the values of tensile stress also increase in the lower portion of the head (in the region 

of the largest diameter of tapered hole). An exception is the case when d1 is in the interval between 12.5 

and 11.5 mm - in this case the maximum stress is higher than the above 280 MPa due to the fact that the 

pressure p1 acts in the vicinity of the stress concentrator, thereby increasing the stress state. If we reduce 

the size of diameter d1 up to 2.25 mm, a change in the nature of stress state occurs in the region of the 

head bottom and the maximum stress is shifted to the region where load pressure p1 has ceased 

(maximum value is significantly higher than in the previous cases and it is about 430 MPa). The analysis 

shows that in this case it is not possible to achieve the elimination of effects of stress concentration in the 

transition region of the taper into the head bottom. 

 

Fig. 5: Isosurfaces of stress 1 for different values of the pad diameter d (d1 = 8.3 mm, p = 100 MPa). 

Now there is a possibility to determine for a given diameter d1 the value of diameter d so that the 

maximum stress is shifted from the transition region of the taper into the head bottom. The size of 

diameter d1 was selected 8.3 mm and Fig. 5 shows the isosurfaces of 1 for different pad diameter d1 (12; 

Fig. 4: Isosurfaces of stress 1 for different values of the pad diameter d1 (d = 6 mm, p = 100 MPa). 
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10; 9 and 8.5) mm with corresponding pressure p1.. The results of computational modelling suggest that 

for the pad having a diameter d1 = 8.3 mm and the diameters d < 9.8 mm, the position of maximum stress 

has shifted from the hole bottom region (region A) to its opening, as shown in Fig. 5 completely right. 

4. Conclusions  

The aim of this study was to change the way of destroying the heads so that the position of extreme 

values of tensile stresses has moved from the region of the head bottom to its opening. To achieve this 

goal it is necessary to insert a trapezoidal pad into the head, which will change the pressure acting in the 

region of head bottom. 
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Abstract: Many important parameters influencing structural behaviour involve unacceptable uncertainties. 

An extensive development of efficient methods for stochastic modelling enabled reducing these uncertainties 

in input parameters. According to Bayes’ rule, we obtain a more accurate description of the uncertain 

parameter involving an expert knowledge as well as experimental data. The aim of this contribution is to 

demonstrate two techniques for making the identification process more efficient and less time consuming. 

The first technique consists in replacement of the full numerical model by its polynomial approximation in 

order to reduce the computational effort. The particular approximation is based on polynomial chaos 

expansion constructed by linear regression based on Latin Hypercube Sampling. The obtained surrogate 

model is then used within Markov chain Monte Carlo sampling so as to update the uncertainty in the model 

inputs based on the experimental data. The second technique concerns a guided choice of the most 

informative experimental observation. Particularly, we apply sensitivity analysis to determine the most 

sensitive component of the structural response to the identified parameter. The advantages of the presented 

approach are demonstrated on a simple illustrative example of a frame structure. 

Keywords:  Bayesian identification, Markov chain Monte Carlo, Stochastic modelling, Polynomial 

chaos expansion, Sensitivity analysis. 

1. Introduction 

Bayesian approach allows us to reduce uncertainties in parameters influencing structural reliability such 

as material or structural properties. The principal idea of Bayesian identification is based on a common 

way of thought when the resulting belief about a random event is given by a combination of all the 

available information (Gelman et al., 2004). An initial expert knowledge formulates prior distribution of 

the uncertain parameters and likelihood function contains new data obtained from experiments. The result 

of Bayesian identification is posterior distribution whose formulation includes the whole structural model. 

For this reason, the corresponding statistical moments cannot be generally computed analytically, but 

their computation can be done by Markov chain Monte Carlo (MCMC), see e.g. Geyer (2011). The 

disadvantage of this method is its high computational effort resulting from necessity of high number of 

model simulations. In order to accelerate the sampling procedure, a polynomial approximation of the 

model response can be used instead of the full numerical model. 

Here, we employ polynomial chaos expansion (PCE) for the approximation of the model response in the 

stochastic space (Matthies, 2007; Stefanou, 2009; Marzouk et al., 2007). The efficiency of this technique 

depends on computational requirements of the PCE construction and its consequent accuracy. PCE can be 

used to approximate the response with respect to the probability distribution of the random variables. The 

convergence of the approximation error with the increasing number of polynomial terms is optimal in 

case of orthogonal polynomials of a special type corresponding to the probability distribution of the 

underlying variables (Xiu & Karniadakis, 2002). In particular, we employ Hermite polynomials 

associated with the Gaussian distribution. A comparison of several methods for the construction of the 

PCE-based approximation of a model response can be found in Janouchová et al. (2013). In this 

contribution we focus on linear regression (Blatman & Sudret, 2010), which is a very general method of 
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computing the PCE coefficients based on a set of model simulations. The samples are drawn according to 

a stratified procedure called design of experiments (DoE), in particular well-known Latin hypercube 

sampling (LHS) which is able to respect the prescribed probability distributions (Janouchová & 

Kučerová, 2013).  

Global sensitivity analysis (SA) is an important tool for investigating properties of complex systems. It is 

a valuable part of solution of an inverse problem such as a parameter identification. SA provides some 

information about the relationship between the system parameters/model inputs and the system 

response/model outputs. Several approaches to SA have been developed, see e.g.  Saltelli et al. (2000) for 

an extensive review. The presented contribution is focused on widely used sampling-based approaches 

(Helton et al., 2006), particularly aimed at an evaluation of Spearman's rank correlation coefficient 

(SRCC). The aim of sensitivity analysis in the identification process is to determine the most sensitive 

component of the structural response to the identified parameter.  

2. Bayesian Approach 

Consider a stochastic problem  

 )(mz M  (1) 

with uncertain model parameters m and random observable data z, which can be predicted by a function 

M of the parameters. In Bayesian statistics, probability represents a degree of belief about the values of 

the parameters. Combining the initial knowledge in the form of the prior distribution p(m) and the 

experimental data as the likelihood function p(z | m) according to Bayes’ rule  
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we obtain the posterior distribution of the parameters. 

3. Illustrative Example 

In order to demonstrate a performance of Bayesian identification on an engineering structure, we have 

chosen a simple frame presented in Marek et al. (2003). The geometry and load distribution of the frame 

are shown in Fig. 1. 

 

Fig. 1: Scheme of a frame structure. 

Material of the frame is steel with uncertain Young's modulus E. Prior of this parameter is lognormal 

distribution with parameters μm = 210 GPa and σm = 110 GPa. Likelihood is based on the displacements 

and their normally distributed measurement errors. 

3.1. Markov chain Monte Carlo with polynomial chaos expansion 

MCMC is based on a creation of an ergodic Markov chain of required stationary distribution equal to the 

posterior. There are different algorithms for the construction of this chain (Spall, 2003). In this 

contribution we employ Metropolis algorithm with a symmetric proposal distribution. Suitable setting of 

the proposal distribution is important and can be evaluated on the basis of acceptance rate AR (Rosenthal, 

2011) or autocorrelation which is required to be minimal, as you can see in Fig. 2. 
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Fig. 2: A choice of the proposal standard deviation σq according to autocorrelation of the chain. 

The computational effort of MCMC is reduced by using the polynomial approximation. A comparison of 

the time requirements and resulting accuracy of PCE and the full model (FM) is in Fig. 3.  

 

 

Fig. 3: Posteriors based on PCE of a degree p and FM. Numerical results for PCE of p = 4 and FM. 

3.2. Sensitivity analysis 

The remaining question concerns a choice of model response component to be measured. The answer can 

be obtained with the help of SRCC-based sensitivity analysis due to the monotonic dependence of the 

outputs on E. The examples of obtained results are depicted in Fig. 4.  

 

Fig. 4: Sensitivity expressed by SRCC in the case of the most and least sensitive displacements. 

If we measure the exact values of the displacements, SRCC is the same in the both cases. By taking into 

account the measurement errors – assumed to have one value equal for all the displacements and another 

value equal for all the rotations – SRCC is lower in the case of the displacement with a smaller prior 

variance. The most sensitive structural response is then displacement uA. 

3.3. Parameter identification 

Final characteristics of the posterior distribution strongly depend on the mentioned options. Fig. 5 shows 

results for several cases of input data for the identification process. In each graph there is a vertical black 

line denoting the true value of the parameter corresponding to the experiments. A significant difference in 

using the most or least sensitive output can be seen in Fig. 5a. The mean value of the red posterior 

belonging to the most informative data practically equals to the true value and the variance expresses the 

uncertainty which we have about this value. In the second case, the identification is not efficient and our 

uncertainty remains great. There are shown two variants of parameter updating in the next graphs. Fig. 5b 

shows a case with sequential measuring one to five of different components of the structural response 

while Fig. 5c presents a variant with measuring the same displacement one to five times. The both cases 

lead to a considerable reduction of the uncertainty in the input parameter. 
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a)    b)   c) 

Fig. 5: Posteriors based on differently informative data a), one to five variant observations b) and one to 

five observations of the same variable c). 

4. Conclusions 

Bayesian identification provides a simple and effective approach for minimization of the uncertainty in 

the input parameters using all the available information. In order to obtain statistical moments of the 

posterior, Markov chain Monte Carlo is used. The computationally exhaustive process is accelerated by 

replacing the model response by its polynomial approximation. The coefficients of polynomial chaos are 

computed with the help of linear regression based on LHS. The efficiency of the identification depends on 

the choice of observed data. The best input data for the identification are chosen according to sensitivity 

analysis based on Spearman’s rank correlation coefficient. 
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Abstract: The subject of this report is to assess different rates of cooling the bottom of the collector region, 

specifically the outer surface of the weld JS1200 (also known as weld 111) and the surrounding area. Based 

on the experience from Russia (OKB Gidropress) it is possible by external cooling of the outer surface of the 

weld area to reduce tensile stresses in the weld and in the outer radius of collectors pockets, or even change 

them into compressive stresses. The presence of tensile stresses in the outer radius of collectors pocket in 

combination with a corrosive environment in the collectors pocket support the possibility of crack initiation 

and propagation mechanism of stress corrosion cracking (SCC).  

Keywords:  Fluid structure interaction, Steam generator, CFD thermal analysis, Stress corrosion 

cracking. 

1. Introduction 

One of the most important components of a nuclear power plant is steam generator (SG) which produce 

steam to turbogenerator for electricity production. Nuclear power plants in Czech Republic operate with 

pressurized water reactors and horizontal steam generators, same like in Russian federation or Ukraine. 

SG is constructed as horizontal cylindrical vessel and horizontal tube bundles which are built into the 

vertical collectors (Figs. 1, 2). 

 

Fig. 1: Steam generator (SG) PGV-1000M. 
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Horizontal steam generator, contrary to vertical SG used in PWR nuclear power plants, often works with 

worse water quality. This could be one of the reasons of pilling up deposits in collector pockets and the 

creation of corrosive environment. 

As a result of stress corrosion cracking and growth of cracks in steam generator collector pockets (Fig. 2), 

it was necessary to replace or repair steam generators in several VVER nuclear power plants abroad. 

 

Fig. 2: Steam generator cross section view with detail of collectors pocket (Lyakishev et al., 2009). 

This work is based on studies carried out in Russia (OKB Gidropress) where they deal with the possibility 

of reducing tensile stress in the pocket of the steam generator collectors which should lead to prevent 

occurrence and growth of these defects. 

Decreasing tensile stresses or even converting them into 

compressive stresses can be achieved by local cooling of 

the external surface area of the collector. 

For the collector cooling was used a similar model as the 

cooling sleeve referenced in publications of OKB 

Gidropress (Fig. 3) (Lyakishev et al., 2009) (Kutdusov. 

et al, 2013). 

Subsequently it was developed a CFD numerical model. 

For the numerical structural analysis exported 

temperature fields from CFD analysis were used. 

                                                                                      Fig. 3: Cooling sleeve (Kutdusov et al., 2013). 

2. Methods 

2.1. Fluid-structure interaction 

Fluid-structure interaction (FSI) problems describe the coupled dynamics of fluid mechanics (CFD) and 

structure mechanics (FEM). There exist two approaches to coupling of CFD and FEM, one-way and two-

way FSI, in this case was used one-way fluid-structure interaction to transfer temperature fields from 

CFD analyses to FEM structural analyses.  
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One-way FSI is typically created by the pure mapping of physical properties resulting from the CFD 

analysis to FEM. CFD and FEM models typically do not rely on matching meshes (e.g. mapping 

temperature field onto a structural Finite Element model). However in our case of one-way FSI the 

mapping of the physical properties does not include the modification of any of the meshes. 

2.2. Computational model 

The first step was to create a 3D model of the steam generator wit cooling sleeve, which was placed 

around the area of collector and SG vessel connection (around surrounding the connection weld No. 111). 

The model covered the lower half of the SG vessel (Fig. 1).  

CFD computational model considered three medium regions. Inside the collector is water from the 

primary circuit, the secondary side of SG vessel considered saturated water-steam and the cooling sleeve 

contained the cooling air medium of ambient temperature and pressure. 

In the second step CFD calculated temperature fields were mapped as a boundary condition for finite 

element analysis model. Numerical model for stress-strain analysis was created using quadratic (mid-side 

node) elements. The areas of FE mesh, which were used for evaluation of stresses, were appropriately 

refined. 

3. Results 

3.1. CFD results 

In Fig. 4 two of the modeled temperature fields, which give some idea of the change of temperature fields 

due to external cooling, are shown. We are interested of course mainly in the area around the connection 

of the collector with SG vessel. This temperature field was mapped onto a structural Finite Element 

model. 

 

Fig. 4: Temperature field in the area of collectors pocket without cooling (left) a and with external 

cooling 5m
3
/s (right). 

3.2. FEM results  

Fig. 5 shows that by appropriate external cooling  it is possible to lower tensile stresses in the collectors 

pocket area and even change the tensile stresses into compressible (coolant flow of 5 m
3
/s). 

Unfortunately, it is connected with growth of temperature gradients in this area, which is increasing stress 

intensity in collector pocket. 
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Fig. 5: Calculated outer wall temperature in the area of collectors pocket (left) and calculated normal 

stresses in the collectors pocket area (right). 

4. Conclusions 

This paper deals with the influence of external cooling of the area of steam generator collector pocket on 

normal stresses in this area. The greater the tensile stresses are, the bigger is the danger of stress corrosion 

cracking occurrence. By appropriate external cooling of this area, it is possible to influence not just the 

stresses level, but also the character.  

External cooling of the outer surface of the area of interest was made by placing “cooling sleeve” around 

this area. The cooling sleeve has an inlet and outlet nozzle and as the cooling medium is used air of 

ambient temperature and pressure (air from the NPP containment around 30°C). 

This study used the one-way fluid structure interaction (FSI) approach. First the CFD analysis was done 

and then temperature fields were transferred onto FEM model to calculate stresses. Then calculated 

stresses were evaluated in the area of steam generator pocket. Four different rates of cooling were 

analyzed (coolant flow 0 m
3
/s (no cooling), 1 m

3
/s, 3 m

3
/s and 5 m

3
/s).  

The article concludes that by appropriate external cooling it is possible to lower normal tensile stresses in 

the SG collector pocket area and even change them into compressible one. This will positively affect the 

possibility of stress corrosion cracking in this critical area. 
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Abstract: The mathematical modelling of 3D blood flow coupled with contrast medium propagation in 

patient-specific human vessels ranks among the most computationally-demanding tasks, especially if a large 

vessel network is considered. With this in mind, some measure of simplification for potential use in clinical 

practice is usually inevitable and often also desired. In the present study, the main interest lies in the 

quantitative comparison between 3D and 1D models of portal hemodynamics and contrast medium 

propagation in two hepatic portal vein networks reconstructed  from CT scans provided by the courtesy of 

the University Hospital Pilsen. To approximate the flow resistance of the downstream vascular bed and 

hepatic tissue, the mathematical model of Newtonian blood flow is coupled with the three-element 

Windkessel model. The numerical simulations of 3D and 1D blood flow and contrast medium propagation 

under average flow conditions are carried out using own in-house software. The obtained results show that, 

although the 1D model can never completely imitate the computational capabilities of the 3D model, its easy 

implementation, time-saving model preparation and almost no demands on computer technology dominate as 

advantages over obvious but moderate modelling errors arising from the dimensional reduction. 

Keywords: Patient-specific model, Blood flow, Contrast medium, Finite volume method, Windkessel 

model. 

1. Introduction 

In the last two decades, medicine has experienced a boom in the field of computer-aided imaging 

methods. Now the efforts of the bioengineering community are directed toward computational software 

that would aid surgeons during difficult surgeries or help them find an optimal surgical solution that 

would increase the chance of complete recovery for the patient. Compared to the numerical simulations 

performed in industry, where a computation may take days or even weeks, the clinical practice, however, 

requires results within a short time period and with minimal computational demand. With such strict 

requirements in mind, a development of clinical software is not easy and it is only natural that some 

model simplifications are usually inevitable. 

This study, which is focused on quantitative comparison between 3D and 1D models of blood flow and 

contrast medium propagation in realistic hepatic portal vein networks, is a result of research performed at 

the University of West Bohemia in close co-operation with the University Hospital Pilsen. The main 

objective of this co-operation is the development of software for microstructurally-oriented multiscale 

modelling of tissue perfusion (Rohan et al., 2012), which would accelerate liver resection and make it 

more exact. In this regard, it is crucial to understand the impact of model simplification on the overall 

simulation accuracy, especially if the importance of blood supply to each part of the liver through the 

hepatic portal vein is taken into account. Fig. 1 shows selected preliminary data of contrast medium 

propagation in a patient-specific liver model, where the networks of the hepatic portal vein and hepatic 

veins are modelled by means of the 1D model. 
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The main objective of this study is to determine the differences between the 3D and 1D network models 

by adopting the assumptions of impermeable and inelastic vessel walls and blood as an incompressible 

Newtonian fluid with density of 1050 kg/m
3
 and dynamic viscosity of 0.00345 Pa.s. 

 

Fig. 1: Example of contrast medium propagation in patient-specific model of human liver at two selected 

time instants: t1 = 4.2 s (left) and t2 = 20.1 s (right). The results, which are based on the modeling 

approach introduced in (Rohan et al., 2012), show the local concentration of the contrast medium in the: 

a) portal and b) hepatic vein systems of the hepatic tissue. Here, the vessels involved in the tissue 

perfusion and contrast medium propagation are represented by 1D venous networks (black lines). 

2. Methods and Results 

2.1. Patient-specific hepatic portal vein networks 

In this study, the numerical simulations of blood flow and contrast medium propagation are carried out in  

two realistic portal vein geometries with different levels of complexity (9 outlets vs. 39 outlets), Fig. 2 

(left). Both models are reconstructed from CT scans provided by the courtesy of the University Hospital 

Pilsen. For the reconstruction process, we employ the semi-automatic segmentation software 

DICOM2FEM (Jiřík & Lukeš, 2013), which is currently being developed at the University of West 

Bohemia, in combination with the well-known Taubin smoothing algorithm. The computational meshes 

for the two 3D hepatic portal vein models are generated with the help of the software package HyperMesh 

v11.0 (Altair Engineering, Troy, USA).  The number of tetrahedral cells required to model the simple and 

complex venous networks is 816,547 and 2,042,156, respectively. 

 

Fig. 2: Left – 1D and 3D reconstructions of simple (9 outlets) and complex (39 outlets) hepatic portal 

vein networks. Right – The three-element Windkessel model as an outflow boundary condition. For more 

details on the principle of this lumped model, see, for example, (Westerhof et al., 2009). 

2.2. Blood flow in 3D and 1D models 

For the description of the blood flow in the 3D venous networks, the non-linear system of Navier-Stokes 

equations for an incompressible Newtonian fluid is used 

 

 (1) 

  

 (2) 
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where t is the time, vi is the i-th component of the velocity vector v corresponding to the Cartesian 

component xi of the space variables vector x, p is the pressure, and  is the density. The mathematical 

model is numerically solved using our own computational algorithm based on a stabilised variant of the 

projection method in combination with the cell-centred finite volume method formulated for hybrid 

unstructured tetrahedral grids. The principle of this algorithm, which we have successfully implemented 

for the solution of various hemodynamical problems in the past, is described in (Vimmr et al., 2013). 

Compared to the 3D flow problem, we assume the blood flow in one inelastic segment of the 1D venous 

network to be governed by the continuity equation and the Bernoulli equation 

  (3) 

 (4) 

where Ai is the cross-sectional area of the i-th segment and ui is the velocity in this segment. To 

approximate the losses originating from the viscous resistance, the Bernoulli equation (4) is completed 

with the term ei
loss 

corresponding to friction loss in inelastic tubes, which is known to be proportional to 

the local velocity magnitude. In general, the description of blood flow in a 1D venous network results in a 

system of non-linear algebraic equations, which is solved with the help of the Newton method.  

The numerical simulations of 3D and 1D blood flow are carried out for steady boundary conditions. At 

the inlet of the hepatic portal vein, we prescribe an average physiological velocity of 0.325 m/s. Because 

of the difficulties associated with clinical determination of physiological pressure in portal vein networks, 

each outlet of the two models considered in this study is coupled with a well-known lumped model – the 

three-element Windkessel model, schematic drawing of which is shown in Fig. 2 (right). Compared to 

other modelling approaches such as the prescription of one constant outlet pressure, the Windkessel 

model is able to approximate the flow resistance of the downstream vascular bed and to provide a 

physiological value of pressure at all network outlets. For one outlet, the Windkessel model is 

mathematically described by the following two equations for unknown pressures pd and pO: 

  (5) 

where pO and QO are the pressure and flow rate determined at this specific outlet of the 3D/1D models 

and pd is the distal pressure representing the pressure in arterioles and capillaries of the downstream 

vascular bed. Note that the remaining parameters known as the lumped parameters of proximal Rp and 

distal Rd resistance and capacitance C have to be calculated for each outlet prior to the numerical 

simulation. 

Selected outflow results for the simple and complex venous networks are listed in Tab. 1 with 

corresponding cross-sectional areas (CSA) and absolute  [ml/s] and relative errors  [%] defined as 

  (6) 

where Q3D and Q1D are the flow rates in the 3D and 1D models, respectively. In general, it is possible to 

say that the flow rates computed with the 1D blood flow model sufficiently approximate the ones 

determined using the 3D model.  

Tab. 1: Overview of selected outlet results for the simple (left) and complex (right) portal vein networks. 

Here, the abbreviation CSA stands for cross-sectional area of the outlet. 

outlet 

No. 

CSA 

[mm
2
] 

abs error

 [ml/s] 

rel error

 [%] 

 outlet 

No. 

CSA 

[mm
2
] 

abs error

 [ml/s] 

rel error

 [%] 

1 6.23 0.63 12.95  1 1.39 0.21 15.32 

3 6.67 0.57 8.85  9 1.51 0.09 4.54 

5 8.36 0.79 12.01  10 1.46 0.24 12.10 

6 4.97 0.34 7.11  20 1.03 0.05 6.64 

9 4.15 0.32 9.77  36 1.92 0.10 3.52 
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2.3. Contrast medium propagation 

For the purpose of this study, the propagation of the contrast medium dissolved in the blood and 

transported through the venous network is modelled in analogy to the mathematical model introduced in 

Rohan et al. (2012). Taking into consideration only the convection of the contrast medium, the local 

concentration of the tracer expressed by the saturation S is described as 

 (7) 

where t is the time. The numerical solution of Eq. (7) in the 3D portal vein model is based on the upwind 

cell-centered finite volume scheme formulated for unstructured tetrahedral grids in combination with the 

two-stage Runge-Kutta method of second order accuracy in time. To simulate the propagation of the 

contrast medium based on the portal hemodynamics computed previously, we apply an external source 

saturation given in the form of a time bolus. Selected numerical results for the simple venous network are 

shown in Fig. 3. From the graph in Fig. 3 (right), it can be noted that the difference between the 1D and 

3D outlet tracer rates is non-zero (22% at t = 2.5 s) because of tracer accumulation near the walls of the 

3D model. 

Fig. 3: Left – Propagation of the contrast medium in the 3D model with 9 outlets at the time t = 0.22 s. 

Right – Time development of inlet and outlet tracer rates in the simple 3D and 1D venous networks. 

3. Conclusions 

Comparing not only the results obtained for both the 3D and 1D models, several advantages and 

disadvantages of each modelling approach can be noted. First of all, there is the matter of model 

preparation: Before a 3D venous network can be used for any numerical simulation, quite many time-

consuming preparation steps are necessary (reconstruction from CT scans, geometry 'cleaning', remeshing 

etc.), whereas the 1D network requires only one step – the 'cleaning' (removal of non-anatomical branches 

and loops). Another issue is the computational demand of the 3D and 1D models: In the case of the 1D 

network, the simulation of blood flow and contrast medium propagation takes only seconds to complete 

and requires no special computer technology. On the other hand, the 3D simulation is computationally 

very demanding even assuming up-to-date computer technology is available. Thus, despite the existing 

result differences between both models, the benefits of the 1D approach clearly outweigh its slight 

inaccuracy. 
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Abstract:  This paper presents reduction as a special case of static condensation. The reduction was 

designed for checking seismicity of high-rise buildings. A reference point is assigned to each floor. Mass 

matrix and the stiffness matrix of the original structure are reduced to these reference points. The presented 

procedure is based on the requirements of design codes and engineering practice. 

Keywords:  Modal analysis, Dynamic reduction, Seismicity, High-rise buildings, Sensitivity analysis. 

1. Introduction  

The seismic design of buildings is a part of the standard design procedures in many countries nowadays, 

even those with low or moderate seismic risk. Design codes (Eurocode EC-EN 1998, 2004) are 

increasingly demanding about it and efficient analysis tools are therefore necessary. The increasing 

complexity of structures requires the use of 3D finite element modelling to provide realistic distribution 

of design internal forces in complex shear-resisting systems. Most design codes recommend – or, in some 

cases, even request – the use of the response spectrum method, which implies a modal analysis of the 

structure. 

Using a full 3D modelling of a building for dynamic analysis tends to be computationally heavy. 

Moreover, the FE discretization of all structural members introduces many DoF in the modelling which 

correspond to local eigenmodes and are uninteresting regarding the overall seismic behavior of the 

structure. Those local modes mostly correspond to very small parts of the modal mass of the structure, but 

their important number makes it difficult to reach the typical 90% of cumulated modal mass within a 

reasonable number of modes. The computation of a very high number of modes might thus be required in 

order to ensure that all relevant modes are indeed taken into account in the modal superposition, thus 

making the process unaffordable. 

Another typical issue is the so-called accidental eccentricity. Design codes require that some mass 

eccentricity is introduced in the analysis to account for an irregular distribution of the non-structural 

masses (dead and live loads). As classical modal analysis uses a diagonal mass matrix to reduce the 

computation effort, that eccentricity cannot be taken into account directly in a full 3D FE analysis.  

The Improved Reduced System technique presented in this paper addresses directly the issues above. The 

reduced system is directly generated from a classical 3D FE mesh, which means that no dedicated input is 

necessary for it, apart from the actual definition of the reference points for each storey. Not only the floor 

slabs, but also all supporting members are reduced at once and mapped to the closest reference point, 

leading to a reduced model with only 6 DoF per storey. This extremely compact analysis model 

automatically leads to a solution including only relevant eigenmodes for the seismic behaviour. After 

resolution, the end results (displacements, stresses) can be expanded back to the original FE mesh, 

providing detailed output in the entire structure. Additionally, the use of a full mass matrix for the 

reduced model allows for implicit mass eccentricity without modifying the geometry of the system. 

Finally, because of its ideal topology, the reduced system can provide directly results at the mass center of 

each storey, such as displacements, accelerations and inter-storey drift. Those are required for the seismic 

assessment of a building. 
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2. Method 

The proposed dynamic reduction should meet the following conditions. The resulting eigenmodes shall 

approximate significant eigen modes of the original building. With the classical reduction to the point 

there is a not realistic concentration of stresses (Guyan, 1965, O'Callahan et al., 1989). This is very 

inconvenient for the following checks seismicity. Other methods are more accurate in loading from 

seismicity (O'Callahan et al., 1989, Paz, M. 1984, and their modification). The resulting reduced system 

should also respect the mass distribution along the structure reduced to points at each storey. It is very 

suitable for the following sensitivity analysis and close to engineering practice. However, the mentioned 

methods partially conceal it. The chosen process is illustrated in Fig. 1. Most of the original node 

structure is allocated to the floor. The method does not require the identification of all nodes especially 

between floors. A reference point is chosen for each storey. This point represents the movement of the 

storey as a whole. 

 

Fig. 1: Schema of method. 

2.1. Main reduction 

Inputs are symmetric sparse positive definite stiffness matrix K and sparse symmetric mass matrix M, 

which are determinated by classic FEM model over original construction. Third input is sparse matrix H. 

Matrix H defines linear relationships between forces in reduced DOF Fr and forces in original DOF Fo by 

following equation:  

 rO H.FF   (1) 

Using the matrix H does not imply any artificial reinforcement structure. Moreover, it may even better 

describe the structure load caused by its own mass without any concentration. If we use Lagrange 

multiplier, we can write the following system of equations as a special case of static condensation. Where 

ur is deformation in reference node and uo is deformation on original construction. 
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Using the transformation matrix T, reduced mass matrix can be obtained. 

 TMTM ..T

r   (5) 

Booth reduced matrix Mr, Kr are full and small. Now it is possible to solve reduced eigenvalue 

problem over reduced matrixes. 

    rrr VΛKM ,,   (6) 
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xi original node 
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And eigen vectors V of original construction can be approximated by transformation matrix T 

and eigen vectors of reduced problem Vr at final.  

 rVTV .  (7) 

2.2. Relation matrix H 

Creating the matrix H is based on the following simplifying assumption. We reduce the original nodes xi 

belonging to that storeys to the storey reference point (see Fig. 1.). The acceleration of each relevant 

original node is dependent on the acceleration of the reference node as in rigid body. This can be written 

classically by a kinematic relationship (where r̂ is antisymmetric matrix representing vector ri. at Fig. 1). 

 jji xRx
E0

rE
x i

 









ˆ
 (8) 

For inertia force in the original node xi caused by acceleration in the reference node can be 

written 

 jxRMF iii
..  (9) 

Force in reference node caused by acceleration in reference node is given by summation of 

forces in original node. 
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Exclude jx  from (10) and substitute to (9). 

 jijjiii FHFJRMF .... 1  

j  (11) 

This is founded part of matrix H, which represents relationship between j-th reference node and 

i-th reduced node and respects mass distribution over construction. 

2.3. Some remarks about sensitivity analysis 

Each floor can have a variable center of gravity from operational mass. The resulting eccentricity up can 

lead to significant torsional load of the building. It is reflected also in building design codes. To check the 

structural element it is necessary to select the most adverse mass distribution. In practice this leads to the 

evaluation of the many mass combinations. It is possible to use the reduced stiffness matrix Mr here. It is 

not difficult to find a sensitivity of the reduced mass matrix to change the center of gravity tjx of each 

floor. Linear estimation can be applied for the modification. 
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Now we can use a sensitivity analysis (for example in Choi and Kim, 2005). 
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The resulting sensitivity of eigenvalues can be used to quickly find the extreme load of the part 

of structure. 

3. Example  

This 7-storey building is a part of the training centre of the ACPC in Fribourg (Switzerland). The modal 

behaviour of the original, full mesh model and that of the reduced system have been compared. The 

frequencies and modal masses of the most relevant eigenmodes are listed in the table below. The 

corresponding eigenshapes (not represented here) show excellent concordance for low order modes (see 

modes 1-2-3 in the table). For higher order modes, the full mesh analysis tends to exhibit local vibrations 
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and spread modal mass across several modes, whence the reduced model tends to more smooth the 

response and group similar behaviours and corresponding modal mass. Internal forces in the main shear 

walls after modal superposition exhibit no significant differences. As it is a real building with an 

important structural eccentricity, all relevant modes have combined translational and torsional behaviour. 

  

Fig. 2: Example of building. 

 

Eigenvalue Original model Reduced model 

 Freq [Hz] Modal mass [%] Freq [Hz] Modal mass [%] 

  X Y Rz  X Y Rz 

Translation Y 1.71 (1) 0.3 17.9 5.1 1.71 (1) 0.3 17.9 5.1 

Translation Y 2.44 (2) 5.1 11.6 1.8 2.44 (2) 5.1 11.6 1.8 

Translation X 3.09 (3) 30.0 2.4 10.7 3.10 (3) 30.7 2.6 10.9 

Translation X 7.12 (21) 11.2 2.5 1.1 8.06 (15) 11.5 11.6 0.2 

Torsion Rz 12.83 (92) 0.2 0.1 10.2 12.85 (30) 9.9 3.4 29.9 

4. Conclusions 

The method corresponds to engineering practice of dividing the building into individual floors. It reflects 

the requirements of design codes. The reduced model can directly obtain mass characteristics, the relative 

motion and acceleration of the floors. In addition, modification of the position of center of gravity of the 

floor in the calculation model is easy. The reduced model can be directly used for seismic analysis and 

next sensitivity analysis. More accurate methods of reduction are known. However, numerical simulations 

confirmed its sufficient robustness for real buildings with low or moderate seismic risk. The presented 

method has been implemented in the CAE software SCIA Engineer for building applications. 
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Abstract: The paper deals with a statistical analysis of load carrying capacity of a simply supported straight 

I-beam with equal end moment with cross-section IPE 220, solved by geometrically nonlinear solution 

influenced by lateral-torsional buckling. The beam was modelled applying the programme ANSYS on behalf 

of the element BEAM188. Imperfections were considered to be random quantities. The initial curvature and 

the axis rotation are considered to have the shape of one half-wave of the sine function. The correlation 

between the amplitudes of initial curvature and initial rotation of the axis is considered as the parameter of 

solution within the interval from -1 to 1. The influence of this correlation on the change of mean value and 

standard deviation of random load carrying capacity is studied, the other imperfections being considered to 

be random quantities resulting from experiments. Realizations of initial imperfections are simulated applying 

the Latin Hypercube Sampling method. The conclusion presents a discussion of need of paying attention to 

initial torsion of the axis, when creating stochastic computational models. 

Keywords:  Lateral-torsional buckling, Load-carrying capacity, Imperfection, Beam, Steel, 

Slenderness. 

1. Introduction 

The paper presented deals with the stochastic analysis of load carrying capacity of a simply supported 

straight IPE 220 beam with equal end moment. The influence of lateral-torsional buckling on load 

carrying capacity of the beam the non-dimensional slenderness of which equals 1 is studied. The beam 

was solved by means of geometrically nonlinear solution so that it would be possible to take into 

consideration the influence of initial imperfections on load carrying capacity. The first initial geometrical 

imperfections are assumed to follow the shape of the first eigenmode pertaining to lateral-torsional 

buckling. This imperfection consists of lateral buckling of the beam in the direction perpendicular to the 

minor axis of cross-section, and of the rotation of the axis of rotation of cross-sections directed at the 

beam centre. The beam curvature according to its first eigenmode of lateral-torsional buckling supposes 

that the lateral-torsional buckling and the rotation of beam axis are functionally dependent. It is not clear 

to what extent this assumption corresponds with the results which would be obtained from experiments. 

The majority of laboratory measurements pay attention more to measurement of initial curvature of the 

beam axis than to measurement of initial rotations of cross-sections (Fukumoto et al., 1976). However, in 

case of lateral-torsional buckling, both imperfections can be of importance. It is a question which 

correlation can be considered to exist between them. The consideration of the correlation by the value 1 

need not correspond with the reality accurately. The correlation between them is primarily given by 

manufacturing processes. To get an idea about to how large extent the correlation value can influence 

statistical characteristics of load carrying capacity, this problem is studied on behalf of a nonlinear 

computational model in the present paper. 

The computational model was realized out in the ANSYS programme, the random influence of all initial 

imperfections having been taken into consideration. 
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2. Computational Model 

A computational model of a two-hinged beam of IPE 220 profile was created. Its length L was calculated 

in dependence on non-dimensional slenderness   according to EUROCODE 3 as L = 3.323 m. The model 

was created applying the programme ANSYS applying the beam element BEAM188. This element is 

suitable for analysing slender beam structures. It is based on Timoshenko beam theory which includes 

shear-deformation effects and it is well-suited for linear, large rotation, and large strain nonlinear 

applications. BEAM188 has seven degrees of freedom at each node (these include translations in the x, y 

and z directions and rotations about the x, y and z directions, the seventh degree of freedom is a warping 

magnitude. At both ends, the model was loaded by bending moments of the same size, and of opposite 

sign. The beam diagram is in Fig. 1. 

 

 Fig. 1: Beam diagram.     Fig. 2: Curvatures in the middle span. 

2.1. Initial imperfections 

The beam axis rotation in the direction of the major axis, i.e., in the plane xy, is described by the function: 

 v v0 sin
x

a a
L
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  

 
, (1) 

and the rotation of cross sections along the beam length is given as 
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av0 and aφ0 being the amplitudes (Kala, 2013), see Fig. 2. If the beam is curved according to the first 

eigenmode, it is then valid that 
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where e0 is the amplitude of one half-wave of the sine function relating to the upper flange, and for force 

Pz, the following relation is valid:  

 2
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z
z

EI
P

L
 , (5) 

When generating the random quantities and subsequently creating the computational model, various 

values of correlations are considered between initial curvature e0  and initial cross-section rotation aφ0, 

and namely within the interval -1 to 1 with the step 0.1. The initial curvature is simulated by random 

input quantity e0, from which the axis curvature av0 is calculated according to the formula (3). The 

random imperfection aφ0 is selected as being correlated with imperfection e0. As there was not the 
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information on standard deviation of initial rotation aφ0, this was calculated on behalf of (3) and (4) on 

condition that e0 was a random quantity, and h, Pz, Mcr were deterministic quantities given by nominal 

geometrical characteristics of the cross-section. As the mean value of e0 is zero, so the mean value of aφ0 

is zero as well. Let us remark that for the calculation, the quantity aφ0 is not considered as the functionally 

depending on e0, as it would be indicated by (3) and (4), but these formulae serve only for calculation of 

standard deviation of the amplitude od initial rotation of cross-section aφ0 as a random input quantity 

correlated with e0. 

Calculations of load carrying capacity are thus carried out for series of random realizations with 21 

different correlations between both initial imperfections Let us remark that neither mean values nor 

standard deviations of initial imperfections e0 a aφ0 change with the correlation change. Examples of 

initial curvature in combination with the rotation of cross-sections modelled applying the ANSYS are 

schematically presented in Fig. 3. 

 

 a) b)  

Fig. 3: Diagram of computational model: a) Initial curvature combined with rotation of cross-sections 

with correlation -1; b) Initial curvature combined with station of cross-sections with correlation 1. 

3. Stochastic Analysis of Load Carrying Capacity 

3.1. Random input quantities 

In general, the load carrying capacity Md is a random quantity which is a function of random geometrical 

and material characteristics, and can be studied by applying simulation methods of the Monte Carlo type, 

see, e.g., (Gottvald & Kala, 2012; Kala, 2012). For the presented problem, 500 random realizations were 

simulated for each of the series of 21 correlations considered between input imperfections by the Latin 

Hypercube Sampling method (Iman, 1980), (McKey, 1979). 

The dimensions of the profile IPE 220 (Fig. 4), material characteristics of the steel grade S 235(Melcher, 

2004), and initial imperfections e0 and aφ0 were random input quantities. The Gaussian distribution of 

probability density is considered for all input random quantities. Residual stresses were not considered. 

With the exception of initial imperfections e0 and aφ0, all the quantities are mutually statistically 

independent. 

3.2. Random output quantities 

As the load carrying capacity value Md, such value of the bending moment M (see Fig. 1) is considered at 

which the von Mises stress, at the most stressed point of the beam, is equal to yield strength fy. The 

possibility of cross-section to plasticize is not considered, and thus, Md is the value of elastic load-

carrying capacity. The statistics of load carrying capacities is illustrated by the diagram in Fig. 4. 
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Fig. 4: Mean values with standard deviations of load carrying capacities for correlations considered. 

4. Conclusions 

It is evident from the diagram in Fig. 4 that the mean load carrying capacity value decreases with 

increasing correlation between initial curvature e0 and initial rotation of cross-sections aφ0, whereas the 

standard deviation shows the increasing tendency. At the same time, the decrease in mean value shows a 

moderate nonlinear trend decreasing in the region in which correlations approach 1. The lowest mean 

value of load carrying capacity was obtained for the correlation 1, i.e., for complete functional 

dependence between these two imperfections. It confirms the fact that initial rotation of beams is an 

imperfection not to be neglected. For the correlation 1, not only the lowest value of average load carrying 

capacity but, at the same time, high value of standard deviation of load carrying capacity will be obtained. 

The mean value of load carrying capacity is, for this correlation, by approximately 9.84 % lower than the 

mean value of load carrying capacity for the correlation -1. If the design load carrying capacity were 

calculated as 0.1 percentile, the low mean value and the high standard deviation would lead to a low value 

of 0.1 percentile. The curvature of the beam axis according to the first eigenmode pertaining to lateral-

torsional buckling (correlation 1) is conservative from the point of view of design reliability; to get more 

accurate calculation, it would be needed to know the real value of the correlation between e0 and aφ0 

found on the basis of large number of experiments. 
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Abstract: The task of the von Mises planar truss is to examine the effect of load located on top joint oriented 

in vertical direction. The mathematical concept of large displacement elastic analysis of the von Mises truss 

specified for computers is described. The model consists of finite nodes, tensile stiffness, and rotation 

stiffness. The formulas for the evaluation of displacements of nodes and rotations of segments were derived 

using geometric and physical conditions. Formulae for the determination of potential energy of the system 

are presented. Using search for the minimum potential energy, we can find the deformation of the model. The 

solution is searched step by step, using the Newton-Raphson iteration. The presented computational 

algorithm allows to model the von Mises truss using a finite amount of segments. Such solution is suitable for 

the load-deflection curve computation of a limit load model. 

Keywords:  Von Mises truss, Nonlinear solution, Potential energy, Newton-Raphson method, Discrete 

model, Computational algorithm. 

1. Introduction 

The study of the two-bar truss, also known as the von Mises planar truss, is important to define the main 

stability characteristics of framed structures as well as flat arches, and of many other phenomena 

associated with bifurcation buckling. The von Mises planar truss is an example of a classical elastic 

system having numerous references in the literature (von Mises, 1923; von Mises & Ratzersdorfer, 1925; 

Kwasniewski, 2009).  

The objective of the solution is an analysis of the load-deflection curve of top joint. The load-deflection 

curve of the top joint has been attempted with use of the computer programme which calculates the 

change of the potential energy for individual nodes of the model. 

The deflection for the specific node, which was used in past, was attempted to calculated by a static 

method. Using this method for calculation of any node could be more difficult in terms of time and 

accuracy of the result. Contrastingly, using the potential energy is important to analyze the deflection of 

any nodes. 

The solution is useful for plotting the load-deflection curves of asymmetrical trusses with random 

imperfection. Let us note that imperfections are generally random variables,  realizations of which can be 

simulated by methods of type Monte Carlo; it can be seen in the following publications (Karmazínová et 

al., 2009; Gottvald & Kala, 2012; Kala, 2012; Kala, 2013). In the design of steel structure, it is important 

to count with the influence of imperfection, see, e.g., (Kala, 2008; Gottvald, 2010; Kala & Kala, 2010; 

Kala, 2012). Their effect has the significance for both static and economic designs of the structure, see, 

e.g., (Gottvald, 2010; Kala et al., 2012). The mathematical concept described in this article is suitable for 

the analysis of load-deflection curves of asymmetrical trusses with random imperfection. 
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2. Geometry of the Model 

Two slender struts connected by means of top joints form the model of von Mises truss, see Fig. 1. The 

geometry is characterized by the span L, angle  and Young’s modulus of elasticity E. If the span L and 

angle  are known, it can be evaluated the height of the von Mises truss H, see (1): 

 tgLH 
2

1
 (1) 

 

Fig. 1: Model of von Mises planar truss. 

In the first step, the model is divided into a finite number of segments. The model is loaded with force F 

in the top joint, see Figure 1. Initial coordinates of individual mass points of the model are evaluated, see 

(2), (3). 

 cos ii Lx  (2) 

 tgxy ii   (3) 

where Li is the segment length (distance between the initial node and the i
th
 node). It is obtained according 

to the following equation: 

 
m

Li
Li

´2 
  (4) 

where i is the index of the node, L´ is the length of one strut, m is the finite number of segments into 

which the structure was divided (m is an even number for symmetrical models). If coordinate yi is 

evaluated for the top joint, then (3) is adjusted to the following equation stemming from (1) and (2): 

 )( HtgxHy ii    (5) 

3. Solution by Potential Energy 

The energy principle is applied to solve internal forces, taking into account geometrical non-linearity. The 

movement of individual points of the von Mises truss can be observed by means of the computer 

programme. At the beginning, coordinates of nodes are fixed as the initial state. Subsequently, a 

dislocation will be attributed to a chosen node, and potential energy of the system will be calculated for 

this state. 

   
22

2

1
iiup KuKE   (6) 

where Ku is axial stiffness of the model, ui is the matrix of the distance between actual and previous 

positions of the i-th node, Kφ is bending stiffness of the model, and φi is the rotation of individual parts 
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which can be calculated as the difference between two angles formed by two segments. Calculation of 

axial stiffness will be obtained according to the following relation. 

 
´L

AE
Ku


  (7) 

where E is Young’s modulus, A is cross-section area, and L´ is hypotenuse length formed by bending 

units. The calculation of bending stiffness will be determined according to the following formula: 

 
´L

IE
K


  (8) 

where E is Young’ modulus, I is the second moment of the area, L´ is the length of hypotenuse formed by 

bending units. 

4. Newton Iteration Method 

To search for the extreme values of the potential energy method, the Newton-Raphson iteration, for 

example, can be used as it was carried out in the journal; it is described in (Frantík, 2007). In the case of 

position change of initial coordinates, the equation will have the following forms: 
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where J(xi
n
 ), J(yi

n
 ) are matrices of partial derivations of vector functions f in points with coordinates xi, yi 

in steps n. The vector functions f(xi
n
 ), f(yi

n
 ) are numerical central derivations of the vectors of potential 

energies, see (11) , (12): 
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where s is parameter of solutions (1x10^-08), and Epx
U
, Epx

L
, Epy

U
, Epy

L
 are potential energies with changes 

by parameter s. As the matrices J(xi
n
 ), J(yi

n
 ) are regular, the vector of unknown dislocations of 

coordinates will have just only one solution for the step v(xi
n
 ), v(yi

n
 ) searched for. This solution can be 

obtained from relations (9, 10), for example by means of the Gaussian elimination method, and 

subsequently, the positions of new nodes can be determined. 
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After having calculated (13, 14), the new coordinates will change by the parameter s, and the calculation 

of potential energy will be repeated. Checking the coordinates of individual points continues from the 

step 1 to n. In the course of calculation, the programme saves the values of coordinates of nodes.  

5. Conclusions 

The mathematical solution determined to create a computer programme based on finite numbers of 

segments is developed. The objective of the solution is an analysis of the load-deflection curve of top 

point. The solution is applicable to drawing the load-deflection curves of asymmetrical trusses with 

random imperfections. The axes of struts are, in general, curves which can be modelled by means of 

random quantities or random fields; it was applied (Kala, 2007). Geometrical and material characteristics, 
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as well, should correspond with the real data obtained from experimental measurements as accurately as 

possible, as described in (Melcher et al., 2004; Strauss et al., 2006; Kala et al., 2009). Applying the 

Newton method of tangents, the computer programme can check the coordinates of any node. It 

represents a possibility of more detailed analysis enabling to take into consideration all important 

imperfections. The statistical analysis can apply advanced methods of reliability analyses based on the 

methods of type Monte Carlo, see, e.g., (Kala, 2010a; Kala, 2010b). 
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Abstract: Mechanical test procedures and a systematic data analysis of soft tissues are discussed with the 

view of providing experimental bases for the evaluation and validation of constitutive models for this class of 

biological materials. A new methodology and measures are presented for the quantitative and qualitative 

characterization of the mechanical response of soft tissues under monotonic (J-shape response) and quasi-

static cyclic loading (stress softening effect) in different deformation modes. The general structure of 

constitutive theory and special models are shortly discussed within the same conceptual framework. 

Keywords:  Soft tissues, Multiple-axial tests, Elasticity, Stress softening, Viscoelasticity. 

1. Introduction 

Soft tissues such as arteries muscle, skin, lung, mesentery, etc. exhibit qualitatively similar mechanical 

properties (Fung, 1993). They are inelastic (no single-valued relationship between stresses and strains 

exists), their stress-strain history relationships are nonlinear, they show hysteresis when subjected to 

cyclic loading-unloading, they exhibit stress relaxation and creep when held at constant strain and stress, 

respectively. Soft tissues are anisotropic and inhomogeneous, their properties vary with the sites, aging, 

etc. When all these factors are coupled, the problem of how to experimentally characterize and 

theoretically describe the mechanical properties of soft tissues becomes quite acute. Two main issues, 

which must be addressed in this respect, are: 1) advanced and efficient experimental methods to guarantee 

a high quality of comprehensive data for soft tissues; 2) reliable constitutive models with physically 

identified material parameters that represent mechanisms occurring in these biological materials. 

There is a wide range of testing techniques available to characterize the mechanical behavior of soft 

tissues. These differing experimental methods and testing protocols have resulted in a large variance in 

the reported data making comparison of the mechanical behavior of soft tissues difficult and sometimes 

even impossible. In order to address these issues, this paper discusses in a unified way testing procedures 

under monotonic and quasi-static cyclic loading together with suitable methods of data analysis that 

provide a firm experimental basis for the evaluation of theoretical models for the biological soft tissues. 

2. Test Procedures and Data Analysis 

Mechanical properties of soft tissues can be experimentally studied by different test procedures, e.g. a) 

monotonic loading up to failure, b) cyclic pre-stressing to an assigned strain, c) cyclic pre-stressing to a 

fixed stress, and d) pre-stressing to successively higher strains or stresses. In addition, the viscoelastic 

behavior of these biological materials can be experimentally studied in the standard creep and relaxation 

tests as well as by the dynamical mechanical analysis. Moreover, all these tests may be performed in 

various deformation modes such as uniaxial tension (compression), equi-biaxial tension, pure or simple 

shear, planar tension, and multi-axial straining. A typical behavior of soft tissues observed under 

monotonic and cyclic loading is schematically shown in Fig. 1. 

Under monotonic loading, most soft tissues exhibit characteristic J-shape stress-strain curves with three 

main phases. The best way to qualitatively describe this phenomenon is to measure the slope of the stress-

strain curves and to plot this quantity as a function of strain or stress. This analysis of the monotonic 
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tension data lies at the basis of the famous Fung model for the elastic behavior of soft tissues (Fung, 

1993). 

Under cyclic loading, all biological soft tissues exhibit the so-called stress softening phenomenon, first 

observed in elastomers (natural and synthetic rubber) where it is referred to as the Mullins effect. The 

main problem in qualitative characterization of this phenomenon is the variety of ways of expressing the 

degree of stress softening. 

 

Fig. 1: Schematic response of soft tissues under monotonic and quasi-static cyclic loading to pre-scribed 

strain (left) and to pre-scribed stress (right). 

In this study, the stress-strain response of soft tissues under monotonic and cyclic loading is characterized 

by the tangential modulus E  defined as the slope of the stress-strain curve during loading, unloading, and 

reloading with E  denoted by ( )vE ε , ( ; )u mE ε ε  and ( ; )r mE ε ε , respectively. The reduction of modulus 

caused by successive stretching serves as a measure of the amount of stress softening. In addition, this 

quantity during each deformation cycle for the specified value of pre-strain mε  and pre-stress mσ  is 

described by the stress and strain retention ( ; )ms ε ε  and ( ; )me σ σ , respectively, defined as (see Fig. 1) 

 
( ; ) ( ; )

( ; ) , ( ; ) .
( ) ( )

s m s m
m m

ν v

σ ε ε ε σ σ
s ε ε e σ σ

σ ε ε σ
   (1) 

Here sσ  is a common notation for uσ  and rσ  ( sε  for uε  and rε , respectively). Plots of ( ; )ms ε ε  and 

( ; )me σ σ  as functions of the normalized strain / mε ε  and stress / mσ σ  for different values of mε  and mσ , 

respectively, provide qualitative and quantitative measures of the stress softening in the tested soft tissues. 

These plots should be compared with corresponding theoretical results predicted by various models 

proposed in the literature. 

Most experimental studies of the stress softening in soft tissues are confined to uniaxial tension tests. 

However, this phenomenon is also evidenced in cyclic compression, equi-biaxial tension, and shear 

deformation modes. The methodology of characterizing the stress softening described above applies to all 

these deformation modes with the uniaxial stress and strain replaced by their generalized counterparts. 

For example, the axial strain may be replaced by the measure of the deformation extent discussed below. 

3. Modeling and Models’ Evaluation 

Macroscopic behavior of soft tissues may effectively be modeled within the thermodynamic framework 

of continua with internal variables or micro-forces (Kazakevičiūtė-Makovska and Steeb, 2011). For first 

order (local) models with time effects neglected or at constant strain rates, the latter theory reduces to the 

former one and the general constitutive law for the stress takes the form 

 1 1
( , ) , ( , ) ( ( , ) / )( ) , det .

T
R J Φ J

 
     T T F α T T F α F α F F F  (2) 

Here ( , )Φ Φ F α  is the energy potential (free energy in isothermal processes or internal energy in 

adiabatic processes), which is a function of the deformation gradient F  and a set of internal variables 

1( , )nα αα . Moreover, T  denotes the Cauchy (true) stress tensor and RT  is a constitutively 
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indeterminate reactive stress due to possible material constraints (e.g. incompressibility of bulk material 

or fibre inextensibility). For unconstrained materials, R T 0 . The internal variables 1( , )nα αα  

represent the state of deterioration (stress softening, permanent strain, etc.) of a material and their 

evolution during deformation process must be specified by additional constitutive laws. In general, the 

functional form of the constitutive relations (2) is delimited only by the frame-indifference principle and 

possible material symmetries. They can be rewritten in terms of the first (engineering) and second Piola-

Kirchhoff stress tensors P  and S  using classical relations. 

 

Fig. 2: Quantification of deformation extent under general loading conditions. 

In formulating the evolution law for the softening and permanent set variables 1( , )nα αα , it is 

generally assumed that the response of soft tissues to cycling loading depends only on the maximum 

previous strain experienced during the deformation history (Horný et al., 2010; Peña et al., 2011). 

Accordingly, a suitable measure must be introduced to quantify the maximum strain experienced by the 

material during the entire deformation process for the three-dimensional state of strain. In general, such a 

measure is defined as ˆ( )ν ν F  subject to certain physically justified assumptions (Kazakevičiūtė-

Makovska, 2007a). For both isotropic and anisotropic response of materials, the deformation extent may 

be defined as the maximum of stretches computed over all directions and the past history (this definition 

is graphically represented in Fig. 2). Most of models proposed in the literature for the stress softening of 

soft tissues use a single softening variable in which case the evolution law may be assumed in the 

following general form: ˆ( ; )mα α ν ν , 0 mν ν  . Here ν  is a measure of deformation extent at the current 

time instant t  and mν  denotes the maximum value of ν  experienced by material during deformation 

process up to time t . The function ˆ( ; )mα ν ν  may be called the softening function because it determines 

the measure of softening in the tissue during the whole deformation process. It has been shown by 

Kazakevičiūtė-Makovska (2007, 2007a) that two broad classes of the evolution laws for the softening 

variable may be distinguished for elastomeric materials. It turn out that the same forms of the evolution 

law are used for soft tissues (e.g. Peña et al., 2011; Gultova et al., 2011; Maher et al., 2012): 

 
ˆ( ) ( ; ) ,

ˆ( ) ,

m

m m m

α ν α ν ν ν ν
α

α α ν ν ν

 
 

 

if (primary loading path)

if (unloading  reloading paths)/
 (3) 

or (e.g. Weisbecker et al., 2012) 

 
0 ,

( ; ) .

m

m

ν ν
α

α ν ν ν ν


 



if (primary loading path)

if (unloading  reloading paths)/
 (4) 

With evolution law assumed in either form (3) or (4), it remains to specify the dependence of the response 

function ( , )αT F , equivalently the energy function ( , )Φ Φ α F , on α  but leaving the dependence on F  

arbitrary. The general assumption is that for 0α   the relations (2) reduce to the constitutive equation of 

the nonlinear elasticity 0 0( ) R T T F T  with the elastic response function 0( ) ( , )T F T F 0  derived from 

the strain energy density ( )W F . In the context of elastomers, that there are four basic classes of models 

that differ in the manner the response function ( , )αT F  depends on the internal (softening) variable α  

(Kazakevičiūtė-Makovska, 2007, 2007a). The same classification applies to models proposed in the 

literature for the soft tissues. 
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Fig. 3: Comparison of data with different models prediction: Conventional comparison of stress-strain 

curves (left); plots of stress ratio (1)1 defined in this work (right). 

4. Conclusions 

Characterising and modelling the mechanical behaviour of soft tissues are an essential step in 

development of predictive computational models to assist research for a wide range of applications in 

medicine, biology, tissue engineering, pharmaceutics, consumer goods or cosmetics. Therefore, it is 

critical that constitutive models capture the main characteristic properties of this class of biological 

materials so that the proposed models are adapted for their intended applications. Results of this work 

provide reliable methods for the quantitative and qualitative evaluation of the theoretical models aiming 

to describe the response of soft tissues under monotonic and cyclic loading in different deformation 

modes. The proposed methodology is far more reliable than the usual comparison of theoretical and 

measured stress-strain curves. This is illustrated in Fig. 3 for the measured data and theoretical model 

prediction presented in Peña et al. (2011) and two models proposed by Elías-Zúñiga et al. (2014). 
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Abstract: This work aims to present the numerical analysis of the natural gas which flows through the high-

pressure pipelines and the orifice plate by using CFD methods. The paper contains CFD calculations of the 

flowing natural gas in the pipe with different geometry of used orifice plates. One of them has a standard 

geometry and a shape without any deformation and the others are deformed by the action of the pressure 

differential. It shows behaviour of the natural gas in the pipeline by the pressure fields of the gas in all 

models and their differences. This research is based on the fact, that small deformation of the orifice plate 

can cause differences in the measured pressure differentials from what is mass flow calculated. 

Keywords:  Orifice plate, High-pressure pipeline, Natural gas, CFD analysis, Pressure fields. 

1. Introduction 

Worldwide raising requirements for the heat and the energy have huge influence on decreasing amounts 

of the mineral resources and on increasing tendency of their prices. It is necessary to deal with them 

responsibly. One of these cases is using natural gas as an energy and heat source. Nowadays there are 

billions of normalized cubic meters of natural gas transferred and used every day all around the world. 

The most common flow measurement type, used in high-pressure pipelines, is measuring by pressure 

differential, which mainly uses orifice plates inserted in the pipelines. This paper tries to focus on 

behaviour of the natural gas flowing in the high pressure pipeline with installed orifice plate used as a 

flow meter. This type of measuring is still most common for the flow measurements in the transit gas 

lines in Slovakia and the other European countries (Malcho, 2006). 

This paper shows differences in pressure differentials, pressure fields and velocity streams between 

undeformed and deformed orifice plates. For those analyses were prepared 3 models. The undeformed 

model is not loaded by the action of any tensions. The geometry of the deformed models is affected by 

the action of pressure differential, which causes shift and deformation of the orifice plate. In this 

comparison analysis was chosen pressure differential of 30 kPa and 50 kPa and a thickness of the plate 

was 10 millimeters. Maximum shifts caused by the deformation were 0.75 mm for 30 kPa and 1.23 mm 

for 50 kPa (Fig. 1) (Kiš, 2013).  

 

 

 

 

 

Fig. 1: Cut through undeformed and deformed model of the orifice plate (Δp = 50 kPa, t = 10 mm). 
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2. Model Preparation 

The model analysis is calculated in ANSYS Workbench. All models consist of three parts, two straight 

pipes and the orifice plate in the middle of them. In one model is the orifice plate modelled as 

undeformed one and in the other is the orifice plate deformed by the action of the pressure differential. In 

the analysis there is used only the inverted solid volume, what is the fluid flowing through the pipes and 

the orifice plate. In this case the natural gas is the fluid medium. The model is axisymmetric to reduce a 

number of the cells and to simplify the calculation. Because of the axial symmetry the geometry contains 

only one half of the section. The height of the pipe is 365 millimetres, the inlet length is 2000 millimetres 

and the outlet length is 10000 millimetres long (Fig. 2). Thickness of the orifice plate is 10 millimetres. 

 

 

 

 

Fig. 2: Geometry of the model. 

3. Mesh 

The mesh of all three models consists of 527740 quadrilateral cells and it has 530078 nodes. The surface 

of the model is split into the ten blocks. Two blocks are for the orifice plate's part and four blocks are for 

each pipe (Fig. 3a). This splitting is necessary to make the mesh thicker in the areas around the orifice 

plate (areas no.: 1, 2, 3, 4, 7, 8) and the pipe walls (areas no.: 4, 5, 8, 9). In the areas 6 and 10 it is not 

important to have too many cells and that is the reason why the mesh is thinner there. Lower spacing near 

the walls and around the orifice plate is significant to obtain the behaviour of the natural gas flow more 

realistic. In the Fig. 3b there is a detail of the mesh around the orifice plate (Kiš, 2012). 

 

 

 

 

 

 

Fig. 3: a) Mesh with the geometry splitting; b) Mesh detail around the orifice plate edge. 

4. Boundary Conditions and Model Solver 

Behaviour of the model was set for the high-pressure pipe with the flowing methane as the fluid part. All 

boundary conditions are the same in both analyses. The value of the mass flow was 80 kg.s
-1

. Boundary 

condition for the inlet was set to the mass flow and for the outlet was set to the pressure outlet. All 

boundary conditions in the inlet to the pipe are in the Tab. 1.  

Tab. 1: Boundary conditions in the inlet to the pipe. 

Pressure Temperature Density Mass flow rate 

p [Pa] T [K] ρ [kg.m
-3

] m [kg.s
-1

] 

5.10
6
 288.0 34.1 90.0 

Because of the low Mach numbers, the compressible fluid was changed into the incompressible and the 

density-based model solver into the pressure-based. Due to the high Reynolds numbers and the necessity 

of the modelling flow near the wall was chosen standard k-ε model (Lenhard, 2010). 
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5.  Pressure Analysis 

The measuring of the pressure differentials at the orifice plate is fundamental for the measurement of the 

mass flow rate. In the Fig. 4 is shown the layout of the pressure fields in the section around the orifice 

plate for models with undeformed and deformed orifice plate.  

 

 

 

 

 

 

 

 

Fig. 4: Pressure fields in the section around the orifice plate: a) undeformed; b+c) deformed. 

 

From the Fig. 4 is visible, that the pressure fields in front of the orifice plate start dropping closer to the 

plate and the pressure field behind the orifice plate are changed by the deformation of the orifice plate 

too. The area of the pressure fields with lower pressures became larger, what causes different pressures 

measured in the downstream. Finally it changes pressure differential from which is the volumetric flow 

calculated. The place where to measure pressures correctly in the system with the orifice plate is given in 

the standard ISO 5167-2:2003. 

The standard ISO 5167-2:2003 mentions rules how to correctly measure with the orifice plates. For 

orifice plates with D and D/2 tapings, the spacing l1 of the upstream pressure taping is nominally equal to 

D. The spacing l2 of the downstream pressure taping is nominally equal to 0.5D (Fig. 5.), where D is 

diameter of the pipe connected to the orifice plate. The other possibility is to measure with flange tapings, 

where pressure values are taken from the distances 25.4±1 mm in both sides from the surface of the 

orifice plate. 

 

 

 

 

Fig. 5: Spacing of the pressure tappings for the orifice plates with D and D/2 tapings. 

Dependence of the pressure on the distance measured near the wall is shown for all three models bellow 

in the Fig. 6. 

 

 

 

 

 

 

 

 

 

Fig. 6: Dependence of the pressure on the distance from the inlet to the pipe (area near the orifice plate). 
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It can be seen, that the deformation of the geometry causes the difference in the pressure differentials. 

With the increasing deformation the value of pressure differential increased too. There are two different 

values of the pressure differential for each kind of deformation. One value is valid for D and D/2 tapings 

and the other is for flange tapings. In the Fig. 7 there is a graphical dependence of the deformation on the 

pressure differential for all three models. 

 

Fig. 7: Graphical dependence of "the deformation of the orifice plate on the pressure differential". 

If trend lines are inserted through values in the graph, it will be received two different polynomials of the 

second grade with reliability equation     . Numerical dependence for D and D/2 tapings is valid in 

(1), for flange tapings is valid in (2): 

 y = 3006x
2
 – 161.7x + 12390 (1) 

 y = 3208x
2
 - 1539x + 10690                                        (2) 

6. Conclusion 

The analysis shows, that the deformation has a great impact on the stream field in the high-pressure 

pipeline. The shape deformation causes different behaviour of the natural gas stream. It causes different 

values of pressure differentials however boundary conditions of all three models are identical. The final 

accuracy of the measurement could be affected if the deformation is not included in the calculation of the 

final volumetric flow. Next research will show behaviour of the natural gas in the 3-dimensional space. 

The results of axisymmetric and 3-dimensional analyses will be compared, if the dimensional difference 

has impact to the natural gas flow. 
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The primary objective of this paper is to present a new method for measuring of geometric errors Abstract: 

in the machine tool workspace in order to predict the accuracy of investigated workpiece. A general 

methodology for a three axis machine tool is described to map the volumetric errors and based on this map 

to evaluate the dimensional and geometric workpiece parameters. A measurement strategy uses a portable 

coordinate measurement system Laser Tracker and is intended principally for middle-size and large milling 

machines. For purposes of testing the strategy was applied on a small machine tool first. The relative 

discrepancies between the tool and the workpiece were estimated from the separate table and spindle 

measurements in contrast to application in large machine tools and other strategies. Based on the results and 

according to the required accuracy parameters, this method is used for locating the optimal workpiece 

position in the machine volume. 

Keywords: Optical alignment, Laser Tracker, Machine accuracy, Error prediction. 

1. Introduction 

As a basis to improve machining accuracy of machine tools (MTs), it is important to develop 

a methodology to measure it in an efficient manner. There are many error sources presented in a MT that 

affect the accuracy of a workpiece depending on factors such as kinematics, cutting conditions, workpiece 

material and dimensions (Aguado et al., 2012). The knowledge of MT accuracy is for MT manufactures 

essential, although the importance of geometric error measurement is by many of them not fully 

understood yet. It is a feedback that could affect both design and assembly. However, typical MT users 

concern accuracy when the MT performs actual machining. This paper therefore considers the strategy for 

measuring geometric errors in order to predict investigated workpiece accuracy. This strategy is the 

output of the project motivated by industrial demands solved in cooperation between the industrial partner 

TOSHULIN, a. s. and the Institute of Production Machines, Systems and Robotics (Brno University of 

Technology).  

A laser tracker is a portable system that measures a position of a reflector in spherical coordinates. 

Among many benefits are easy setup and large range of possible applications. However, acquisition costs 

remain high and measuring accuracy that is affected by many error sources in spite of development in 

laser tracker technology (Aguado et al., 2013) and is lower than by standard measurement systems that 

are used for calibration of MTs nowadays. As a result, MT builders use laser tracker mainly for 

measuring, aligning and assembling of large parts (Holub et al., 2013). The application in measurement of 

volumetric accuracy, which is presented in this paper, is connected with many obstacles - expenses in raw 

costs and in lost production, for the time consuming procedure is mostly hard to find a space in 

demanding delivery terms and finally, the common measurement methods require a high degree of 

technical expertise. Finding a measurement strategy for geometric calibration of MTs, that is efficient, has 

low time requirements and is easy to apply, is the aim of this research project. Unlike other methods that 
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concern calibration and compensation of MTs, this strategy presents different approach - direct evaluation 

of workpiece geometric parameters. 

Eman (1987) stated that quasi-static errors constitute 60-70% of the final error and affect the MT 

repeatability. Based on this fact, the main object of this method is to find a relation between the results 

from static measurement and the final accuracy of an investigated workpiece. Undisputedly, other error 

sources presented in a MT depending on factors such as kinematics, stiffness, cutting conditions, 

workpiece material, etc. affect the accuracy of a workpiece too. However, these sources were in the first 

phase of the research neglected. 

This paper presents the results from the first measurement. The positioning accuracies of the table and the 

spindle are measured separately. Another measurement of the clamping face is suggested as the 

workpiece is also affected by its flatness. After the data are collected, they are merged into a three-

dimensional lattice where each point represents a tool position relative to the workpiece. These points are 

compared to their nominal positions and the discrepancies are considered as errors. Finally, based on the 

results of the first measurement, the paper suggests a new proposal for measurement strategy that 

eliminates the occurrence of systematic errors and enhances reachable accuracy of laser tracker 

measurement.  

2. Method of Measurement 

In principle, measurement conditions should be close to real working conditions. However, neither 

application of static and dynamic forces on the spindle or loading the table simulating the weight of a 

workpiece is applied because of the required space keeping left for the laser beam. Nevertheless, 

measuring of different load conditions is allowed fundamentally. Geometric errors as a result of the 

method are therefore valid under assumption of low static and dynamic forces during machining.  

In order to map 3D errors in the working volume of the MT, both the table and the spindle are measured. 

This method presents an option to choose whether the whole or only a frequently used part of the machine 

space is measured and what accuracy is required. Both these factors significantly influence the overall 

time demands. The size of the machine volume does not allow placing the tracker directly on the table 

and it was attached next to the machine (Fig. 1). Because of the assumption that errors of the spindle  

(Z axis) and the table (X and Y axis) are independent, they could be obtained in separate measurements. 

First the reflector was attached to the table center point (1P). This position represented the most frequent 

placement of the workpiece on the table. The machine table was measured in two ways – at first, the 

measured points were approached in direction of X axis and then similarly in direction of Y axis. After 

both cycles were repeated three times, the reflector was moved and clamped in the spindle with an offset 

that corresponded to the tool center point of a preferred milling tool (2P). The data of Z axis were 

captured three times as well. The influence of different tool lengths was ignored since the determination 

of the spindle angular errors from one-point measurement is not possible. 

 

 

Fig. 1: Setup on the three axis MT. 

All three-axis of the tested machine are equipped with high-precision ball screws and the movements are 

performed on linear guide ways with rolling elements. The measurement of positions is realized by means 
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of direct linear measuring units with activated thermal compensation. The measurement was performed 

with a laser tracker, which accuracy is specified according the standards with MPE value as  

± 15 μm + 6 μm/m. The achievable accuracy is, to the author’s knowledge, improved when the rotational 

movements of the tracker measuring head are decreased to a minimum; thus to place the laser tracker in 

the direction of the longest axis is suggested, the X axis in the case of tested machine. 

Since the flatness of the clamping face is also considered, the measured points are captured manually in 

positions constantly spread across the table face (Tab. 1). Before the machine volume is measured, the 

size of step is chosen with respect to the investigated workpiece. The fact of the constantly spread points 

makes more difficult to determine regular occurring systematic errors such as those caused by lead of the 

ball-screw. Nevertheless, the constant step is required for data processing and the occurrence of 

systematic errors is therefore neglected. Though, the reflector is attached in the table center point, an error 

in any other workpiece location on the table can be recalculated from the results of flatness measurement 

of the clamping face.  

Tab. 1: Measurement setup summary. 

 X[mm] Y[mm] Z[mm] Step [mm] No. of Rep. Total No. of Points 

Table (in X Axis) 500 500 0 50 3 3x132 

Table (in Y Axis) 500 500 0 50 3 3x132 

Spindle 0 0 600 50 3 3x12 

Flatness 500 500 - - 1 16 

3. Results of the Original Measurement 

The data are captured according to the method described in section 2. For further processing, mean values 

of each measured point are considered. Solely the result of the table measurement will be discussed as it 

showed up to be the critical part of the measuring strategy. Fig. 2 and Fig. 3 show the captured points of 

both sets of the table measurement; each set was interpolated with a quadratic polynomial surface to 

improve the clarity. Comparing the data of both sets in Fig. 2 and Fig. 3 together regular discrepancy in 

the measured motions occurs, although the sets should correspond to each other. The direction of the 

surface peaks corresponds to the direction that the measured points were approached. This occurrence of 

systematic error is explained by the hysteresis of drive mechanism in the laser tracker. 

 

Fig. 2: Interpolated results of table measurement 

(in X axis direction). 

 

Fig. 3: Interpolated results of table measurement 

(in Y axis direction). 

The matrix of ideal points PId was subtracted from the points obtained during the axis measurements 

according to Eqs. (1)–(2). The results were two three-dimensional lattices of errors ΔPdev,1 and ΔPdev,2 that 

describe the discrepancies in the machine volume. 

  ,1 ,X    dev Table Spindle IdP P P P      (1) 

  ,2 ,Ydev Table Spindle IdP P P P      (2) 

A distribution of errors in ΔPdev,1 and ΔPdev,2 differs significantly in both sets of data (Fig. 4 and Fig. 5).  

interpolation interpolation 
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Fig. 4: 3D error lattice (ΔPdev,1). Fig. 5: 3D error lattice (ΔPdev,2). 

4. Proposal of the New Method of Axis Measurement and Conclusion 

Based on the results of the original measurement, a new 

proposal of a measuring strategy is developed that has its 

basis in the standard ISO 230-2. It was determined during 

the first measurement that it is necessary to approach the 

points from counter directions to minimize the impact of 

hysteresis. Furthermore, the number of the measurement 

repetitions must be increased to improve the resulting 

accuracy. Based on these facts, the new method suggests the 

measurement strategy as shown in Fig. 6, where Pij and Pk 

refer to measured positions, r to reversal path, k to number 

of measuring repetitions and s to the size of a step.  

A simplified method of machine measurement for 

workpiece accuracy prediction was developed and tested. 

Based on results the new proposal is suggested that is tailored to the laser tracker specific demands with 

the aim of increasing achievable measurement accuracy. This new method of measurement will be 

applied in further work on the project with the main objective of locating the most suitable workpiece 

position in a machine volume and is intended primarily for the middle-size and large MTs as the small 

MTs operate generally with high accuracy that is beyond the common laser tracker measuring capacity. 
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Abstract: This paper presents an implementation and verification of stabilized mass-conserving level set 

formulation. This formulation is suitable for further use in combination with XFEM for two phase flow 

simulations. The whole numerical scheme is based on finite element method and can be easily augmented 

into existing code for level set equation as a post-processing. Capability of the method is tested on a simple 

one dimensional numerical example.  

Keywords:  Free-surface flow, Level set, Mass conservation, Fluids, Finite elements. 

1. Introduction 

This paper deals with implementation and verification of conservative level set method as an interface 

capturing technique for two-fluid flow problem. From a wider perspective, our interest lies in numerical 

simulations of fresh concrete casting, in particular with applications to Self-Compacting Concrete (SCC). 

Simulation of fresh concrete casting is naturally a free surface flow. We consider concrete as a single 

homogeneous fluid. Therefore, as it is standard in CFD, its motion is described within the Eulerian 

framework, in which free surface flow is modeled as a flow of two immiscible fluids in a fixed domain. 

One of the fluids represents the concrete, which is modeled as a non-Newtonian fluid using two-

parametric Bingham model. The second fluid represents the air, which is modeled as a standard 

Newtonian fluid. In the context of Eulerian framework, description of the interface between the two fluids 

plays a key role in the whole problem and a proper interface-capturing method has to be chosen to deal 

with the interface. The problem can be solved using many well known techniques, for example level set 

method, volume of fluid method (VOF) and recently their combination, known as conservative level set 

and VOF method (CLSVOF). All of the aforementioned approaches have their own advantages and 

drawbacks. VOF based methods have superior conservation properties, while the interface reconstruction 

requires an additional effort (for example PLIC or least-squares techniques, see (Kees et al., 2011) for 

further reference). On the other hand, level set based methods can easily represent even very complicated 

interfaces, but suffer from being non-conservative, and an additional effort has to be made in order to 

enforce the conservation properties. However, for further use together with eXtended Finite Element 

Method (XFEM), the level set method is a natural choice. In the level set method, interface is represented 

implicitly as a zero level set of a suitable higher dimensional scalar function. In connection to XFEM, it is 

useful to choose that scalar function as a signed distance function, measuring the distance from the 

interface. Level set function with this property can be beneficially used in XFEM as a core of enriching 

approximation functions. 

There are two main problems connected to level set method. One is that the level set function ϕ looses its 

signed distance property with evolution of the time. This represents a problem especially in combination 

with XFEM, where the signed distance property plays an important role. To reconstruct this property, 

proper reinitialization technique has to be employed. In this work, eikonal equation for the level set 

function is solved in order to recover the signed distance property. The second problem is that numerical 

schemes for evolution of the level set function generally do not conserve the mass. There are a few 

methods how to preserve the mass conservation, see Olsson & Kreiss (2005) for further reference. In this 
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work, we employ an approach proposed in paper by see (Kees et al., 2011), where the evolution equation 

for the level set function is coupled with volume fraction equation through a correction to the level set 

function in order to preserve the mass conservation. This technique is described in the latter section. 

2. Description of the Interface  

In this section, description of the interface and its motion using level set method is given. In the level set 

method, the interface is described geometrically as a zero level set of an appropriate, higher dimensional 

scalar function   (called level set function). Its motion due to the given velocity field is governed by 

following equation 

 
  

  
        (1) 

In general,   can be chosen as an arbitrary differentiable function. However, especially in combination 

with XFEM, it is common to choose the level set function as a sign distance function, measuring the 

distance from the interface. In other words,   has to satisfy following condition 

  ( )                    (2) 

where   denotes the interface between both fluids. Numerical solution of equation (1) causes that level 

set function   to gradually loose the signed distance property. This is a problem for future combination 

with XFEM, where the signed distance property plays an important role. The usual and widely applied 

way how to reinitialize the signed distance property is to solve iteratively the following equation  

 
  

  
  (  )(      ) (3) 

until it reaches the steady state. In the equation (3),  (  ) is regularized signum function,    represents 

level set function computed by (1) and is used as initial condition to (3). Parameter   is a pseudo time.  

The main problem of the numerical solution of (1) is that it is in general non-conservative and therefore it 

can produce unacceptable mass conservation errors. To solve this problem, we employ an approach 

proposed in a paper by (Kees et al., 2011). The level set equation is coupled with mass conservation 

equation through a correction    to the level set function  . This approach is suitable for our purposes, 

since all the solutions are based on Galerkin formulation and could be easily solved by FEM. Therefore, 

the presented approach can be easily integrated into existing code for solving flow problems in OOFEM, 

see  Patzák & Bittnar (2011). OOFEM is free finite element code with object oriented architecture for 

solving mechanical, transport and fluid mechanics problems, which is developed at Department of 

Mechanics, Faculty of Civil Engineering, CTU in Prague.  

The mass conservation equation, which was mentioned above, can be expressed in terms of the Heaviside 

function  ( ). The total mass of fluid (denoted as f) can be computed as 

  ( )  ∫     
  

 ∫    ( )  
 

 (4) 

With this notion, the conservation of mass can be then expressed using the following continuity equation 

 
 (   ( ))

  
   (   ( ) )    (5) 

In (4),  ( ) does not conserve the mass, since   does not. If we denote the mass conserving 

approximation of volume fraction as  ̂, then we want to compute a correction    to the level set function 

  such that  

 ∫ [ (    )   ̂]
 

     (6) 

To do so, authors (Kees et al., 2011) proposed to couple level set equation (1) and volume fraction 

equation (5) through the    into the following problem 

       (    )   ̂ (7a) 

         (7b) 
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The correction    is therefore computed as a post-processing step after the level set equation (1) is solved 

and it is added to   in order to obtain corrected, mass conserving level set function.  

3. Numerical Solution 

In this section, numerical solution of the problem will be briefly described. In the latter, we assume that 

the velocity field, which arises in all presented equations, is given. Of course, in real simulations, the 

velocity field is obtained as a result of solving the Navier-Stokes equations. However, as it is not in the 

center of our attention, we will skip its precise description. Here, for the sake of brevity, the numerical 

procedure will be presented only in a schematical way. Few notes about the full discretization will be 

provided. 

Given solution values at time   , we integrate the equations (1), (3), (5), (7) to time      gradually as 

follows. Assume that the velocity field      was already computed, we use it to advance the level set 

equation and volume fraction equation: 

 
  

      

  
         

      (8) 

 
 ̂ 

     ̂ 

  
   ( ̂ 

       )    (9) 

where   
    and  ̂ 

    is the solution of the level set and volume fraction equation, respectively. Note 

that the computed level set function   
    has lost the signed distance property and it does not conserve 

the mass in the sense that  (  
   )   ̂ 

   . Next, the signed distance property of   
    is recovered by 

solving the eikonal equation: 

 ‖  
   ‖    (10a) 

   
             {       

   ( )   } (10b) 

The final step consists of solving nonlinear equation for mass-conservation correction    to   
    as 

follows 

   (  
      )   ̂ 

         (11a) 

               (11b) 

Here,    is regularized Heaviside function,   is regularization parameter, which determines the width of 

smeared discontinuity and   is another parameter, which penalizes deviation of    from global constant. 

After computation of   , the final value of level set and volume fraction functions is given as 

        
       (12) 

  ̂      (  
      ) (13) 

Note that in equations (8)-(13), backward Euler method was used for the sake of simplicity. In our 

implementation, generalized mid-point rule is adopted. Spatial discretization of all presented equations is 

done in terms of finite element method. Note that because of the convective character of equations (8), (9) 

and (10) in the aforementioned form (3), additional stabilization technique has to be employed. In our 

case, SUPG and YZ  discontinuity capturing stabilizations were used. Precise description of spatial 

discretization will be skipped because of the abstract length limitation, interested reader can find the 

details in (Bazilevs et al., 2007). 

4. Numerical Example 

At this point, only simple 1D example, demonstrating capability of a prototype MATLAB 

implementation will be shown. More complex examples will be presented at the conference. To illustrate 

the problem, we consider a propagation of a square wave on a periodic domain for a volume fraction 

equation. This corresponds to propagation of a kink function on the same domain for the level set 

function, see Fig. 1. The problem can be described as follows 

         (14a) 
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  ̂(   )   ̂( ) (14b) 

  ̂(   )   ̂(   ) (14c) 

  (   )  
 

 
       (14d) 

  (   )   (   ) (14e) 

The Fig. 1, illustrates the deformation of the level set profile for different numerical schemes for 

advecting the level set function. It can be seen, that stabilized Galerkin formulation provides totally 

incorrect solution. If the redistancing equation (10) is employed, the solution is much better, but from the 

Fig. 2 is clear, that for long time simulations, there is still a loss of mass. On the other hand, with the help 

of conservation correction equation (11), the total mass oscillates around the exact solution with error less 

than 0.1%. 

 

 

 

 

 

 

 

          Fig. 1: Level set profiles after t = 10 s.         Fig. 2: Illustration of mass loss. 

5.  Conclusions 

A prototype implementation and verification of stabilized mass-conserving level set formulation is 

presented. A simple numerical example is used for demonstration of the method’s capability. It seems to 

be stable for long time simulations, which makes the method suitable for use in modeling of fresh 

concrete casting as a two fluid flow problem.  

Future work lies in implementation of the method into OOFEM code.  
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1. Introduction 

Design requirements of stiffened and un-stiffened aluminium plates which are subject to in-plane forces 

are given in Eurocode EN 1999-1-1. Interaction between bending moment and shear force are treated in 

EN 1999-1-1 in the following clauses: 

a) clause 6.2.8 related to resistance of cross-section. Where a shear force is present allowance should be 

made for its effect on the moment resistance. If the shear force EdV  is less than half the shear resistance 

RdV  its effect on the moment resistance may be neglected except where shear buckling reduces the 

section resistance, see 6.7.6. Otherwise the reduced moment resistance should be taken as the design 

resistance of the cross-section, calculated using a reduced strength.  

  2
RdEdoVo, )1V/V2(1f = f   (1) 

where for non-slender sections with oww f/MPa25039t/h   the shear resistance is 

 
1M

o
vRd

3

f
AV


  (2) 

The shear area vA  may be taken as: 

   iwhazhazo,iww

n

1i
v )t(b)1()t()dh(   = A 



 (3) 

hazb  - total depth of HAZ (Heat Affected Zone) material occurring between the clear depth of the web 

between flanges. For sections without welds, hazo,  = 1. If the HAZ extends the entire depth of the 

web panel  dhb whaz . 

d  - diameter of holes along the shear plane 

n  - number of webs. 
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In the case of an equal-flanged I-section classified as class 1 or 2 in bending, the resulting value of the 

reduced moment resistance Rdv,M  is: 

 
M1

Vo,
2
ww

M1

o
fffRdv,

f

4

htf
)th(btM





  (4) 

where h  is the total depth of the section and wh  is the web depth between inside flanges. 

In the case of an equal-flanged I-section classified as class 3 in bending, the resulting value of Rdv,M  is 

given by expression (4) but with the denominator 4 in the second term replaced by 6. 

For slender webs and stiffened webs, for sections classified as class 4 in bending or affected by HAZ 

softening, see 6.7.6. 

b) clause 6.2.10 related to interaction between bending moment, shear and axial force. Influence of 

axial force is not taken into account in this paper. 

Where shear and axial force are present, allowance should be made for the effect of both shear force and 

axial force on the resistance of the moment. Provided that the design value of the shear force EdV  does 

not exceed 50% of the shear resistance RdV  no reduction of the resistances defined for bending and axial 

force in 6.2.9 need be made, except where shear buckling reduces the section resistance, see 6.7.6. Where 

EdV  exceeds 50% of RdV  the design resistance of the cross-section to combinations of moment and 

axial force should be reduced using a reduced yield strength 

 of)1(   (5) 

for the shear area Av, where reduction factor 

2

Rd

Ed 1
V

V2








  (6) 

NOTE: Instead of applying reduced yield strength, the calculation may also be performed applying an 

effective plate thickness. 

c) clause 6.5.6 (defined in Amendment A1 to EN 1999-1-1) related to resistance of un-stiffened 

plates under combined in-plane loading. 

If the combined action includes the effect of a coincident shear force, VEd, then VEd may be ignored 

if it does not exceed 0.5 VRd (see 6.5.8). If VEd  > 0.5 VRd the following condition should be satisfied: 

 00.1≤1
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Ed
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Ed  
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

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
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



  (7) 

d) clause 6.7.6 related to plate girders. Interaction between bending moment, shear force and axial 

force. Influence of axial force is not taken into account in this paper. 

Provided that the flanges can resist the whole of the design value of the bending moment and axial force 

in the member, the design shear resistance of the web need not be reduced to allow for the moment and 

axial force in the member, except as given in 6.7.4.2(10). 

If Rdf,Ed MM   the following two expressions should be satisfied: 

 00.11
2 Rdpl,

Rdf,

Rdw,

Ed

Rdpl,

Rdf,Ed
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V
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M

MM



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












 (8) 

 M  M Rdc,Ed  (9) 

where: M Rdc,  - design bending moment resistance according to 6.7.2 (4). 

   M Rdf,  - design bending moment resistance of the flanges only, see 6.7.5(9). 

   M Rdpl,  - plastic design bending moment resistance. 
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2. Parametrical Study and Comparison of Various Procedures 

The complete results of the parametrical study may be found in the full text paper on CD. The graphical 

interpretations of EN 1999-1-1 interaction formulae are shown in Fig. 1. Relative resistances valid for the 

I-section calculated in the following numerical example are indicated in the diagram by symbols and 

numerical values. 

Formula (7) for NEd = 0, and formula (8) may be rewritten in the following forms 
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3. Numerical example 

Graph in the Fig. 1 is valid for:  

material: aluminium alloy EN AW-7020 T651, buckling class A:  

,1.1,350,280,3.0,70 1  Muo MPafMPafGPaE   

extruded I-section (class 4): 

,10,600:)4(,25,120:)1(,650 mmtmmhclasswebmmtmmbclassflangemmh wwf 

radius of fillet: mmr 5 . 

Such high profile would be welded. For the sake of simplification we suppose that aluminium I-section is 

extruded profile. Influence of welds is not investigated in this paper. This enable us to compare pocedures 

used in Eurocode EN 1993-1-5 for steel and in EN 1999-1-1 for aluminium structures. 

Ratio of bending moment resistances of the flanges and the gross I-section Mf,Rd / Mpl,Rd = 0.676. 

For simply supported girder loaded in the midspan by the transverse force FEd, with a transverse stiffener 

under FEd, we obtain for girder geometry L = 5hw the following values of the resistances FRd: 

a) according to EN 1993-1-5, formula (7.1), formula (7) in (Baláž & Koleková, 2014):  FRd,EN   = 1058 kN,  

                                                 MEd,EN / Mpl, Rd   = 0.899,  VEd,EN / Vbw,Rd,EN   = 0.779,  

                                                 Meff,Rd,EN / Mpl, Rd = 0.783,  

b) according to EN 1999-1-1, formula (6.147), here the formula (10b): FRd,EN = 997.5 kN,  

                                                MEd,EN / Mpl, Rd = 0.847,     VEd,EN / Vbw,Rd,EN = 0.735, 

                                                Meff,Rd,EN / Mpl, Rd = 0.783, 

c) according to EN 1999-1-1, formula (6.90b), here the formula (10a): FRd,EN = 858 kN,  

                                                MEd,EN / Mpl, Rd = 0.729,     VEd,EN / Vbw,Rd,EN = 0.632,  

d) according to EN 1999-1-1, from the formula (9): FRd,EN = 2 Meff,Rd,EN/(0.5L-0.5d) = 922.3 kN.  

e) according to EN 1999-1-1, from the formula: FRd,EN = 2 Vbw,Rd,EN = 1357 kN. 

Comparison of the final resistances FRd calculated according to: 

EN 1993-1-5, formula (7.1):       min(1058 kN; 922.3 kN; 1357 kN) = 922.3 kN,  

EN 1999-1-1, formula (6.147):   min(997.5 kN; 922.3 kN; 1357 kN) = 922.3 kN,  

EN 1999-1-1, formula (6.147):   min(858 kN; 922.3 kN; 1357 kN) = 858 kN. 
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Fig. 1: Resistances calculated according to EN 1999-1-1 for aluminium I-profile web under combination 

of bending moment MEd and shear force VEd. Values of resistances FRd for extruded I-profile (125 mm x 

25 mm + 600 mm x 10 mm + 125 mm x 25 mm, EN AW-7020 T651) are indicated by coordinates of 

symbols ○, ● and ■. Influence of MEd and VEd is characterised by the relationships MEd = FEd L / 4,  

VEd = FEd / 2, L = 5 hw, MEd / VEd = 2,5hw = 3.75 m. 

4. Conclusion 

An empirical model based on observations from tests was first developed by Basler.  His formula was 

later modified by Höglund and others. The Eurocode formulae are based on these results. 

Comparison of the resistances in Fig. 1 calculated according to EN 1993-1-5, formula (7.1), EN 1999-1-1, 

formula (6.147) and EN 1999-1-1, formula (6.90b) shows that: 

 formula (6.90b) should be deleted from EN 1999-1-1. Use of the formula in its partial form (for 

NEd = 0 kN) leads to unrealistic small cross-section resistances. Use of the formula in its full form 

(for NEd ≠ 0 kN) leads to incorrect results. 

 formula (6.147) from EN 1999-1-1 gives more conservative results than formula (7.1) from EN 

1993-1-5. The formulae of these two Eurocodes should be harmonised. 
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Abstract: High strength concrete and ultrahigh performance concrete (UHPC) develops quickly and 

applications appear in many countries. The UHPC are high performance concretes with exceedingly high 

strengths and durability. These materials include Portland cement, silica fume, quartz flour, fine silica sand, 

high-range water-reducer, water and either steel or organic fibres. Depending on the type of fibres used can 

influence the compressive strength. The article describes the tests of frost resistance on UHPC plates with 

different types of textiles armatures, such as referential matrix without armature, 3D glass fabric, PVA fibres 

and glass fibre mesh fabric. The aim of the testing is describe influence of textiles armatures in UHPC matrix 

in extreme conditions. These conditions are typical by practical use of UHPC for architectural building 

panels. 

Keywords:  UHPC concrete, Textiles armatures, Frost resistance, Bending strength, Plates. 

1. Introduction 

UHPC (Ultra High Performance Concretes) are ultra high-grade concretes with fine-grained 

macrostructure and high consistency. This implies its high resistance to the penetration of liquids and 

high durability. Due to its high compression strength greater than 150 MPa and improved durability, these 

represent significant advances in concrete technology. This highly advanced and sophisticated material 

offers a number of interesting applications such as the production of facade panels, which promotes more 

abroad. In this article the frost test is presented on thin UHPC slabs that are reinforced by a new type of 

armature. It is a textile armature, which should replace the classic metal (steel) armature. Textile armature 

should not only reduce the cost of production, but, because it is not susceptible to corrosion as 

conventional steel armature, panels can be designed with significantly less cover thickness in achieving 

similar or longer lifetime of these elements. The combination of UHPC concrete with a minimum 

thickness of cover and textile armature allows to design elements weighing up to 70 % lower compared to 

conventional concrete elements with conventional armature. This can achieve significant savings and 

benefits not only in economic aspects, but also in environmental aspects (Novotná et al., 2013). 

2. Test Specimens  

The four concrete test plates with sizes 700 x 250 x 15 mm were produced for comparative experiments 

(see Fig. 1) on May 20, 2013. All four plates were made from the same type UHPC with similar recipe 

matrix. The difference was only in the type of textile armature.  

The recipe matrix for 1 cubic meter did consist: cement CEM I 52.5 N – white (650 kg), calcite + TiO2 

(132 kg), sand +milled silica, max. fraction 1.6 mm (1264 kg), water (164 kg), superplasticizer (37.6 kg).  

The first plate was without armature (marked M), the second one contain PVA fibres with length 20 mm 

(marked PVA). The third plate use alkali-resistant glass fibre mesh fabric with mesh dimension 5 mm 

(marked Perl). The last one contains the 3D glass alkali-resistant armature with mesh dimension 20 mm 

(marked 3D). 
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Each plate was further cut into 6 smaller test plate specimens with dimensions: width 124 mm, length  

232 mm and thickness 13 mm. A set of 6 test specimens was created from one plate with the specific type 

of armature. There were thus prepared 24 test specimens. Half of them were then subjected to cycles of 

freezing, half served as a reference. 

Basic characteristics of the used materials are: for the matrix without armature and matrix reinforced by 

glass fibre mesh armature and 3D glass fabric armature tested on solids wit dimensions 40 x 40 x 160 mm 

after 28 days of ageing, the compressive strength was 125 MPa, a bending strength was 19 MPa and a 

volume weight was 2410 kg/m
3
. For the matrix with PVA fibres the solid of the same size and age the 

compressive strength was 112 MPa, bending strength was 25 MPa and a volume weight was 2400 kg/m
3
. 

Fig. 1: UHPC plates with (from left) – referential matrix without armature,  

3D glass fabric, PVA fibres, glass fibre mesh fabric. 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Testing device for bending strength TIRATEST 2300 during test. 

3. Procedure of Monitoring the Frost Resistance Test 

The purpose of this test was to specify tensile strength when bending the testing samples by selected 

freezing cycles.  

The bending strength was determined according standard ČSN EN 12467 in three-point bending strength.  

The tests were performed on the test device TIRATEST 2300 (see Fig. 2). The support distance was  

200 mm. The rate of loading of specimens was 1 mm/min, the rupture did occur in time between 10 and 

30 seconds. 

Results were determined by comparing the two sets of samples: 

 1. set – unexposed (reference) testing plates after storage in water at 20 ± 2 ° C,  

 2. set – exposed testing plates after cycling – 2 hours freezing in -20 ± 4 ° C and 2 hours 

defrosting in water 20 ± 4 ° C. 
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The cycling was done automatically in a freezing chamber. After the required number of 150 cycles, the 

testing samples were conditioned in the water 20 ± 2 ° C during 7 days. Subsequently, the bending test 

was carried out (ČSN EN 12467, 2005; ČSN EN 1170-5, 1999; Kostelecká et al., 2013).  

4. Results of Comparative Experiment 

A summary of the results of mechanical tests are shown in Tab. 1 and in Figs. 3 a 4. 

Tab. 1: Coefficient of frost resistance and the average of bending strength determined at the reference set 

of specimens (1 set) and set of frozen samples after 150 cycles (2 set). 

Specimens 

Volume 

weight  

[kg/m
3
] 

MORf 

[MPa] 

Specimens without armature - marked M – average from three tests 

specimens M – reference 2437 14.6 

specimens M – after freezing 2459 12.8 

Coefficient of frost resistance - specimens M – ratio of bend. strength  0.9 

Specimens with PVA fibres armature – marked PVA – average from three tests 

specimens PVA – reference 2363 14.4 

specimens PVA – after freezing 2464 13.9 

Coefficient of frost resistance - specimens PVA – ratio of bend. str.  1.1 

Specimens with glass fibre mesh fabric armature – marked Perl – average from three tests 

specimens Perl – reference 2472 12.7 

specimens Perl – after freezing 2415 11.4 

Coefficient of frost resistance - specimens Perl – ratio of bend. str. 
 

0.9 

Specimens with 3D glass fabric armature – marked 3D – average from three tests 

specimens 3D – reference 2392 19.0 

specimens 3D – after freezing 2335 14.0 

Coefficient of frost resistance - specimens 3D – ratio of bend. str.  0.7 

 
Fig. 3: The frost resistance test – comparison of average values of bending strength. 
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Fig. 4: Coefficient of frost resistance-the ratio of bending strength (of both set 1+2). 

The results of tests of frost resistance of thin UHPC plates were presented in this article. The UHPC 

plates were reinforced with different types of textile armatures: PVA fibres, glass fibre mesh fabric and 

3D glass fabric. Each type of test samples was divided into two sets. First set contained unexposed 

(reference) samples (7 days conditioning in water at 20 ± 4 ° C). The second set contained samples 

exposed (cycling two hours of freezing at -20 ± 4 ° C and 2 hours of putting into water at 20 ± 4 ° C in 

150 cycles and after 7 days conditioning in water at 20 ± 4 ° C). Results were determined by comparison 

of the two sets of test specimens.  

From the measured values we can see that the greatest strength values were obtained for samples with 3D 

glass fabric armature, then the samples reinforced with PVA fibres and the lowest values were obtained 

for samples with glass fibre mesh armature. The bending strength of samples with 3D glass fabric 

armature and PVA fibres armature were higher than the strength of the matrix without armature. For 

specimens with 3D glass fabric armature was bending strength higher by 37 %, and samples with PVA 

fibres armature by 15 %. Only samples reinforced with glass fiber mesh reached a lower bending strength 

values than the matrix without armature by 21 %. 

When we compare exposed and unexposed sets, the exposed sets have lower strength values, but the 

differences are not so significant. The differences are 28% for 3D glass fabric armature, 10% for PVA 

fibres armature, 11% for glass fibre mesh armature and 5% for the matrix without armature. The value of 

28 % for 3D specimens could be lower. The problem was with 3D specimen No. 1, which was 

mechanically damaged when cycling in the laboratory. 

5. Conclusions  

The presented results indicate that the greatest strength values were obtained for the test plates reinforced 

with 3D glass fabric armature. From this it follows that the best use of unconventional textile armature is 

a 3D glass fabric armature. The advantage of this armature is its alkali-resistance against aggressive 

environments. The disadvantage is that it is most expensive of all of the tested textile armatures. 
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Abstract: Corrosion is the destructive attack on metal by chemical or electrochemical reaction with its 

environment. The quality and the durability of the concrete structures are affected a lot by the degradation 

processes. Reinforced concrete is considered as a versatile, economical and successful construction material. 

Usually it is durable and resistant material, performing well throughout its service life. The corrosion of 

reinforcing steel in concrete, due to invasive environment, is the phenomenon that highly affects the 

reliability and durability of reinforced concrete structures. The paper deals with reinforcement corrosion 

and its influence on reliability of the existing bridge concrete structures. In conclusion, changes of the failure 

probability and reliability index of the structure with time, influenced by reinforce corrosion, are shown. 

Keywords:  Corrosion, Reinforcement, Concrete, Reliability, Existing structure. 

1. Introduction 

Deterioration by physical causes is not called corrosion, but is described as erosion, galling or wear. The 

term of corrosion is restricted to chemical attack on metals. There are three areas of concern when 

corrosion and its prevention are considered (Revie & Uhlig, 2008; Sastri et al., 2007). The three major 

factors are economics, safety and environmental damages. Metallic corrosion indeed affects many sectors 

of a nation’s economy. 

This paper deals with a problem of actual material degradation and its influence on reliability in time of 

existing bridge reinforced concrete structures. Two types of calculations are considered in this paper: 

during the passive stage and during the active stage of corrosion. 

2. Corrosion of Reinforcement and Resistance - Theory 

Analysis of corrosion influence on reinforced concrete (RC) members’ reliability subjected to bending 

was performed using the engineering probability method. In that method, the reliability margin G(t) 

(Mrázik, 1987) is the basic parameter of structural reliability and it is described by formula 

 ( ) ( ) ( ) G t R t E t  (1) 

where R(t)  is the generalized function of random variable structural resistance, 

 E(t)  are random variable load effects of the same element. 

From formula (1) follows, that the random variable resistance R(t), the random variable load effect 

E(t) and the reliability margin G(t) are variables dependent on time t. The resistance R(t) could change in 

time due to many factors. The different types of RC structure degradation are the best-known factors 

causing the resistance change with time. The most significant way of degradation of concrete structures is 

reinforcement corrosion as a consequence of diffusion of CO2 to the concrete member called 

carbonatization or penetration of the chloride ions, Cl
-
.  

The process of CO2 diffusion consists of two phases (Tuutti, 1982; Broomfield, 1997). The first phase is 

the passive stage, during the time period (0, t0), when CO2 penetrates through the concrete cover. During 
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that time, the resistance of element is not changed since the material and geometric parameters do not 

change (slight increase and following decrease of concrete strength in compression is neglected). Length 

of the passive stage depends on the cover depth. The second phase – active stage during the time period 

(t0, T), from the instance when CO2 has penetrated through the concrete cover and reached reinforced bars 

until the end of the member’s life, Td = 100 years. During that time, the corrosion of reinforced bars 

occurs. The RC element subjected to bending was considered in this parametric study. The resistance R(t) 

of the bent concrete element is given by formula based on Eurocodes (STN EN 1992-1-1) 

 
,

( )( ) 1
( ) ( ) ( )

2 2

  
         

  

s y

Rd pl s y

c

A t ft
R t M t A t f h c

b f


 (2) 

where fc  is the concrete strength [N.mm
-2

], 

 fy  is the reinforcement yield strength [N.mm
-2

], 

 h is the cross-section height [m], 

 b is the cross-section width [m], 

 c is the concrete cover thickness [mm],  

 (t) is the reinforcement diameter, dependent on time [mm], 

 As(t) is the reinforcement cross-section area, dependent on time [m
2
] 

 2( ) . ( )
4

 sA t n t

  (3) 

Input parameters b, c, h, fc and fy are considered as random variables and their notation is shown in Fig. 1.  

       

Fig. 1: Scheme of the profile parameters notation and loss of cross/section area due to corrosion. 

The change of resistance R(t) with time depends on the loss of the reinforcement cross-section area. The 

corrosion model according to Andrade et al. (1996) (see Fig. 1) was considered in the parametric study. 

This model is one of the most used corrosion models. The diameter loss, (t), for the planar uniform 

corrosion is described by formula 

 0( ) 0.0232 ( )     corrt t t i   (4) 

where icorr  is the corrosion current density [A/cm
2
] (1 A/cm

2
 is equal to 11.6 m/year of 

corrosion), 

 t0  is period of the passive stage. 

The corrosion current density icorr was measured on the real bridge structures (Andrade et al., 1996) and 

used values are shown in Tab. 1. 

The beginning of the resistance changing with time depends on the length of the passive stage. The 

process of CO2 diffusion is described by the second Fick’s law (Matoušek & Drochytka, 1998). Many 

CO2 diffusion models were derived for practical use. Those models depend on various factors. Only one 

model of passive stage calculation was used in this parametric study. In that model is assumed that the 

length of the passive stage depends on the concrete cover c and material constant D. This model is simple 

and it is cited in many references. Length of the passive stage is given by formula 

b

h

c

d
d

1

(t)

(t)


Corrosion

lost
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2

0
2.


c

t
D

 (5) 

where D  is a material constant presented in Tab. 1. 

3. Influence of Corrosion of Reinforcement on Reliability in Time - Parametric Study 

The parametric study was performed in order to find the influence of reinforcement corrosion on RC 

member’s reliability subjected to bending. The values of h, b, c, , fc, fy and icorr in relations (2-4) were 

considered as normally distributed random variables in the parametric study. The statistical characteristics 

of variables are given in Tab. 1. 

Tab. 1: Statistical characteristics of RC cross-section. 

Variables mean value standard deviation coefficient of variation 

Yield strength – fy [N.mm
-2
] 400.81480 23.96686 0.06800 

Strength of concrete – fc [N.mm
-2

] 24.64000 2.68000 0.10877 

Height – h [m] 0.797800 0.01360 0.01705 

Width – b [m] 0.49570 0.00740 0.01493 

Bar diameter –  [mm] 19.770 0.223 0.01128 

Number of bars – n [pieces] 7 - - 

Concrete cover – c [mm] 24.00 1.30 0.05417 

Corrosion current density - icorr 

[A/cm
2
] 

1.00 0.20 0.20 

3.00 0.60 0.20 

5.00 1.00 0.20 

Material constant – D [mm
2
.s

-1
] 4.82·10

-7
 - - 

Numerical calculation of the resistance R(t) time dependence was realized by simulation by the Monte-

Carlo method. It is possible to use other methods for simulation, also, for example LHS, Important 

sampling (Kala, 2001) etc. The results of simulation are shown in Fig. 2 and Fig. 3. 

 

Fig. 2: Change with time of the resistance mean value mR(t). 
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Fig. 3: Change with time of the resistance standard deviation sR(t). 

If the designed lifetime of the bridge member, equals to Td = 100 years, and the reliability level for the 

newly designed bridge members, equals to βd = 3.652, are considered, the corresponding load effects are 

given by (normally distributed) parameters mE(t = t0) = 464.752 N.mm
-2

; sE(t = t0) = 35.237 N.mm
-2

. 

4. Conclusions  

In this paper is presented the influence of reinforcement corrosion on the resistance and reliability of the 

concrete bridge element, subjected to bending. The values of the corrosion current density icorr 

significantly affect the mean value and standard deviation of resistance R(t). Higher value of icorr 

corresponds to higher decrease of the resistance mean value. The highest value of icorr should not be 

applied in our region (it corresponds to very aggressive conditions). The resistance standard deviation 

R(t) depends greatly on standard deviation of corrosion current density icorr. The resistance standard 

deviation increases in time with higher standard deviation of icorr. The failure probability Pf(t) and 

reliability index β(t) are changed significantly after the half of their lifetime.  
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Abstract: Many tasks, in our case fitting parameters of a numerical model, need enormous computing time 

that is not usually easily accessible. Here enormous means many days or months when a common computer 

is used. Nowadays there exists a possibility to utilize distributed resources like grid or volunteer computing. 

This contribution is focused on an application of distributed computing for fitting model parameters of a real 

structure. We are focused on a three-span prestressed concrete bridge in Mělník. This 23 years old bridge 

has a serious problem with an excessive deflection. The evaluation of monitoring results clearly shows that 

after 23 years since putting the bridge into operation the deflection is still growing.  

Keywords:  Grid computing, Volunteer computing, Parallel processing, Prestressed concrete, SIFEL. 

1. Introduction 

This paper presents fitting of finite element model parameters of the bridge over the Labe river in Mělník. 

It is a box girder road bridge from prestressed concrete with three spans of lengths 72 m, 146 m and 72 m, 

see Fig. 1. Since its erection in 1994, the midspan deflection of the bridge is still increasing, see 

publications (Vodsloň, 2008; Urban et al., 2009; Vráblík et al., 2009). Suspected causes are relaxation of 

prestressing steel (Bažant & Yu, 2013) and creep of concrete (Bažant et al., 2011). Up to now, a rate of 

their influence and more importantly, their interaction is not known. Therefore, this contribution is a part 

of a pathway to the identification of the main causes of the excessive deflection of the bridge. 

 

Fig. 1: Bridge in Mělník. 
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2. Finite Element Model 

The bridge was analyzed with the help of a finite element method. Three-dimensional model was based 

on hexahedral finite elements used for concrete and one-dimensional bar (tension/compression) elements 

used for tendons. Mesh contains 73 765 nodes, 48 896 hexahedral elements and 10 448 bar elements, see 

Fig. 2. With respect to general position of tendons in the structure, hanging nodes were used for nodes 

defining the bar elements. Displacements of the hanging nodes are obtained as a linear combination of the 

master nodes, in our case the master nodes are nodes of the hexahedral elements.  

 

Fig. 2: Mesh on bridge. 

The aim of the analysis was to describe long term behavior of the bridge. B3 creep material model 

(Bažant & Baweja, 2000) was used for concrete and relaxation of stresses in tendons was described by 

a model of relaxation based on Eurocode standard. The numerical model took into account construction 

phases of the bridge. All nodes and finite elements were equipped with a time function. The nodes or 

elements were taken into account only when the time function had the value 1. 

3. Solver  

Calculation of the model was performed in an open finite element software SIFEL (Krejčí et al., 2011; 

Kruis et al., 2001-2014). SIFEL offers analysis of various mechanical problems, e.g. simple elasticity, 

plasticity, dynamics, visco-elasticity, geomechanics and many others. Results can be exported to 

commercial graphical postprocessor GiD which provides robust environment for their visualization. 

SIFEL is written in C++ with respect to portability and extensibility, therefore it can be run on both Linux 

and Windows platforms.  

4. Searching for Parameters  

To assess the influence of individual parameters and to fit the long term deflection, it is necessary to 

perform global sensitivity analysis. Particularly, individual parameters are varied inside estimated bounds. 

The individual combinations then form so called Design of Experiments (DoE); see e.g. (Myšáková & 

Lepš, 2012) for more details on DoE as well as on applied methodology of DoE creation.  

Then the computational demands are following: we have prepared a DoE comprising of 3000 

combinations. In average, one evaluation takes around 4 hours of CPU time. Therefore, 12 000 

CPU/hours are needed, i.e. we need 500 CPU/day. Two possibilities of distributing computational burden 

over many computers are described in the following text. 
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5. Volunteer Computing Project  

“Volunteer computing” is a type of distributed computing in which computer owners can donate their 

spare computing resources (processing power, storage and Internet connection) to one or more research 

projects. Volunteer desktops and laptops can be connected to form the equivalent of a single huge super 

computer. Volunteers are motivated by various factors: support for the goals of the research, participation 

in online communities, and competition based on computational power. Our project CONVECTOR 

(Nosek, 2013-2014) is based on BOINC middleware (BOINC, 2010). At the time of writing, the project 

contains more than 3000 computers worldwide.  

Tab. 1: Percentage of operation systems. 

Operating system Number 

of hosts 

% 

Windows based 2905 85.11 

Linux based 414 12.13 

Other 94 2.76 

One disadvantage of a volunteer project is a requirement of availability of compiled applications for more 

than one software platform. A current representation of individual platforms shown is in Tab. 1. For these 

reasons, it was necessary to port SIFEL software to windows systems. Despite the great support of SIFEL 

authors, the 32 bit windows version was not able to correctly allocate all data into memory. Hence, we 

have decided to try to solve the task via grid computing in MetaCentrum under a Linux platform.  

6. Grid Computing 

MetaCentrum is a Czech national grid. It is widely open grid computing network for an academic 

research where all computers are running under Linux. However, each task must be entered by PBS 

(Portable Batch System). PBS is a batch job and computer system resource management package. It 

accepts batch jobs (shell scripts with control attributes), preserves and protects a job until its end, runs 

a job, and finally, delivers an output back to the submitter. Each task is assigned to a specific queue. Each 

queue has priority, an allowed maximum time length and a number of tasks in each queue. Most free is 

a queue called “Backfill” where we can have up to 1000 tasks at one time. Moreover, maximum running 

time is limited to 24 hour for each task. But this freedom queue has one disadvantage. If another queue 

with higher priority needs more CPU, it can kill your task immediately. If this happens one must identify 

this case and again to create a new task with same parameters at the end of the queue. Despite this 

complication we were able to finish all computations in a few days.  

In detail, the work needed to process a task is as follows. A short bash script for reservation via PBS was 

built, and the task (also called work unit) was copied to a destination machine. Work unit contains an 

input data file, a main program and a set of instructions how to handle an output file. The task also 

contains minimal requirements for hardware. At least, one core of CPU, 3 GB RAM memory and 8 GB of 

free space on HDD was required for each task. A multiple core CPU can run more than one task if the 

computer has enough memory. A time limit for each work unit was set to 20 hours. If any task exceeded 

this time, such work unit has been aborted. Note that abortion of some tasks also happened few times for 

unknown reasons.  

7. Conclusion 

One of the main goals was to find out suitability of volunteer computing for this type of engineering 

problems. The main disadvantage of volunteer computing is heterogeneity of available computers. For 

instance, 1563 computers with Windows 7 are currently connected to our project CONVECTOR. But in 

fact there are 27 different versions of Windows 7 system. Although the task of fitting parameters of the 

prestressed concrete bridge seems big enough for distributed computing, in fact it is too small for 

a volunteer computing project and concurrently, too big for a standalone cluster. Apart from these two 

possibilities, grid computing looks very promising. Main advantages of grid computing are (i) good 

knowledge about each computer and (ii) huge flexibility. On the other hand the capacity of a grid 
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computing cluster is rather more limited in comparison to a volunteer computing project. However, both 

these computing methods can find utilizations in demanding engineering tasks.  

Second important task was to calculate model of the bridge with varying input parameters for optimal 

fitting these parameters to available measurements. A typical output of such procedure is shown in Fig. 3. 

 

Fig. 3: Fitted deflection at midspan. 
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Abstract: Building stone is during its “life” influenced by actions of weathering processes which usually 

lead to changes in the internal structure of the stone which influences its durability. For this reason, studies 

of a stone internal structure are very important. There are many methods to determine effective porosity and 

provide porosity values in a percentage, nevertheless, these methods do not enable visualization of the 

internal structure. The visualization can be useful for better understanding of the durability phenomenon. 

Therefore, the methods of X-Ray microtomography and microscopy in ultraviolet light were used in our 

research of three Czech sandstones. Both methods also provide different values of porosity which are given 

due to their limitation. The main aim of this contribution is to present basic information about both methods 

and to compare their results, advantages and disadvantages. 

Keywords:  Building stone, Internal structure, X-Ray microtomography, UV microscopy, MicroOpis. 

1. Introduction 

Building stone is during its “life” influenced by actions of weathering processes which usually lead to 

changes in the internal structure of the stone. According to studies by many authors (e.g. Fitzner & Kalde, 

1991; Kovářová, 2012), once these changes are initiated they influence the stone's durability. For this 

reason studies of a stone internal structure are very important. There are many methods to determine 

effective porosity, such as mercury porosimetry, helium pycnometry and determination of open porosity 

according to the national standards. These methods provide porosity values in a percentage (by helium 

pycnometry after the conversion of the gained material real density); however, they do not enable the 

visualization of the internal structure. The visualization can be useful for better understanding of the 

durability phenomenon. 

For these purposes we used the methods of X-Ray microtomography and microscopy in ultraviolet light 

(UV) in the research of three Czech sandstones. Both methods are described and the obtained results are 

mentioned and discussed in this article. 

2. Experimental Material and Methods 

2.1. Experimental material 

Three types of commonly used Czech cretaceous sandstone were studied in our research – Božanov, 

Hořice and Kocbeře. Although all quarries are situated relatively close to each other, each type looks 

macroscopically as well as microscopically different. The Hořice and Kocbeře sandstones are fine-

grained, mostly formed from quarz grains, whereas the Božanov sandstone is coarse-grained and contains 

higher amounts of feldspar. Each type has a different mineralogical composition of cement binder and 

also a different organization of the pore space, i.e. the internal structure. Finally, each type also reacts to 

the weathering action in a different way from the point of view of physical-mechanical properties changes 

(Kovářová, 2012).  
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2.2. Methods 

2.2.1. X-Ray microtomography 

The method of X-ray microtomography belongs to non-destructive test methods, which were used to 

obtain information about porosity and organization of internal structure in general. X-Ray 

microtomography is a characterization method based on the investigation of internal sample structure by 

image analysis (e.g. Appoloni et al., 2007). X-Ray microtomography is composed of two basic steps - 

acquisition of projections and volume reconstruction. In the phase of acquisition the object is turned 

around the rotation axis at a selected small angle and so called X-ray projections are measured. The 

absorption of X-ray beams as they pass through a material is a logarithmic function of the absorptivity of 

the material and the distance through which the light must travel (so called Beer’s law).   

Projections are X-ray attenuation images which are created on a two-dimensional detector after the beam 

transmission through the object. To accomplish the measurement, the sample can be rotated at 180º or 

360°, the latter being used in our case. In one turn the selected number of projections is captured. The 

three dimensional image of the object is reconstructed after obtaining all projections, when two-

dimensional detector is used as in our case (Hain et al., 2011). This method enables to create 3-D video 

and so a detailed visualization of pore space is possible.  

Small cylinder samples with the diameter 1 cm and the height 1.5 cm were prepared from every sandstone 

type. Samples were measured by microCT phoenix|x-ray nanoton180 with 5 Mpx 2D detector at 90 kV, 

100 μA with timing 2 s and 2880 projections. Voxel size was 5 μm (Kovářová et al., 2012). This 

experimental arrangement enables to evaluate pores with diameter > 5 μm. 

2.2.2. Microscopy in ultraviolet light 

Microscopy in ultraviolet light is usually used for better description of pore space. The method enables to 

study the pore size, connectedness, pore types and presence of microcracks. Pores and cracks are 

highlighted by a fluorescence dye contained in the resin which is excited by captured ultraviolet radiation 

(Jornet et al., 2002). The polarizing microscope Olympus BX-51 with a mercury lamp enabling 

observation in ultraviolet light was used for the study of stone thin sections. 

The program MicroOpis (Kovářová & Kovář, 2011) was used for the study and evaluation of obtained 

pictures. This software performs color analysis contained in the photo. Photos saved in a raster (dot) 

graphical format are composed of individual discrete points, pixels. Each point is characterized by a 

record describing the color of the point. The application MicroOpis passes the photo point to point and 

counts points which correspond with the selected color condition. The percentage of points complying 

with the selected condition is calculated from the number of satisfactory points and total points in the 

photo. The total number of photo points is defined by the photo resolution. The MicroOpis application 

allows the user to select a “reference color” which is the closest to the desired area in the photo. 

Consequently, it is necessary to choose the “threshold”, the number in the same range as those defined in 

the representation of each color component, which defines the maximum distance of tested colors from 

the reference color (Kovářová, 2012). 

3. Results and Discussion 

The three-dimensional reconstruction of pore space and cross-sections were done by X-Ray 

microtomography in each stone type (Figs. 1 and 2). The porosity values determined by both methods are 

given in Tab. 1. As it is obvious from the following figures, each type of sandstone has a different 

organization of the pore structure. This phenomenon was also confirmed using microscopy in ultraviolet 

light (Fig. 3). The sample of processed image in ultraviolet light of the Božanov sandstone using 

MicroOpis application is shown in Fig. 4.  

The differences of porosity values determined by both methods are caused by limitations of both 

methods. Both methods enable the detection of total porosity, i.e. open and closed pores, but each has a 

different detection limit. The detection limit of X-Ray microtomography in this experimental arrangement 

is 5 μm and the detection limit of microscopy in ultraviolet light depends on the used enlargement. The 

results of image analysis using the MicroOpis application also strongly depend on the ability of individual 

assessors to accurately determine the grain/pore boundary. The analysis of UV images is also time-
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consuming. Because of the above mentioned limitations of the methods, it is useful to determine the 

porosity also by another method, i.e. the mercury porosimetry (Kovářová et al., 2012).  

Tab. 1: Porosity values (%) of studied sandstone using both methods of determination. 

Sandstone X-Ray microtomography UV microscopy 

Božanov 16.00 21.14 

Hořice 22.00 30.22 

Kocbeře 15.61 23.15 

 

Fig. 1: Cross-section (on the left) and three-dimensional reconstruction (on the right)  

of Božanov sandstone. 

 

Fig. 2: Cross-section (on the left) and three-dimensional reconstruction (on the right)  

of Hořice sandstone. 

 

Fig. 3: The Hořice sandstone (on the left) and Božanov sandstone (on the right) in ultraviolet light  

(4x enlargement). 
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Fig. 4: The processed UV image of the Božanov sandstone using the MicroOpis application – the UV 

image of the stone thin section (on the left); the image after the color highlight of pore area, incl. their 

percentage (on the right). 

4. Conclusions  

To sum up, both mentioned methods enabling the study of the internal structure have their own 

limitations. The main disadvantage of both methods is their detection limit but the main advantage is the 

possibility to visualize the internal structure which is not possible using another method.  
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Abstract: Aluminum foams are structural materials with excellent energy absorption capacity jointed with 

very low specific weight and high stiffness. Products of aluminum foams are used in a wide range of 

structural and functional applications (e.g. as a part of composite protection elements) due to its attractive 

properties. Full characterization of deformation behaviour under high-strain rate loading is required for 

designing these applications. The aim of this study is to compare stress-strain behaviour and energy 

absorption of the aluminium foam structure with conventional energy absorbing materials based on 

polystyrene and extruded polystyrene commonly used as protective elements. The compressive deformation 

behaviour of the materials was assessed under impact loading conditions using a drop tower experimental 

device. 

Keywords: Impact test, Energy absorption, Alporas, Polystyrene, Extruded polystyrene. 

1. Introduction 

In recent years there has been a significant increase of interest in products made of aluminum foams. Due 

to their exceptional mechanical and physical properties, they are used in a wide range of industries, 

ranging from automotive (e.g. bumpers) to building industry (e.g. sound proofing panels). This highly 

porous material is characterized by closed cellular structure with large pores (~1-13 mm in diameter) and 

very thin cell walls (~0.1 mm). Mechanical properties of aluminum alloys foam in quasi-static conditions 

(such as compressive strength, tensile strength and elastic modulus) have been extensively studied and 

reviewed by many authors (Paul et al., 2000; Gibson et al., 1997; Koudelka et al., 2012). The foam has a 

long and well-defined phase of plastic straining stress-strain diagram under compression (Gibson et al., 

1997), which is recognized by the “plateau stress“ and densification strain in the stress-strain diagram 

(Gibson et al., 1997). This plateau region is responsible for a high ability of the material to absorb 

deformation energy, which can be used also for the construction of composite protective devices such as 

motorcycle and bicycle helmets (Pinnoji et al., 2010). For such a use, it is necessary to know an exact 

deformation behavior of the foam and accurately evaluate energy dissipation under the high strain rate 

loading. Mechanical properties of aluminum alloy foams in quasi-static conditions (such as compressive 

strength, tensile strength and elastic modulus) have been extensively studied and reviewed (Paul et al., 

2000; Gibson et al., 1997; Koudelka et al., 2012). 

The most widely used technique to investigate material behavior at different high strain rates is a split 

Hopkinson pressure bar (SHPB) (Ma et al., 2009; Yi et al., 2001; Shen et al., 2010). Some authors (Shen 

et al., 2010; Paul et al., 2000) dealt with the strain rate effect on the energy dissipation capacity of an 

aluminum foam. These studies showed that the energy dissipation capacity of the foam significantly 
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increases with the increasing strain rate. However, studies on the deformation behavior of aluminum 

foams with direct impact loading (with the strain rate not constant) are rare (Merrett et al., 2013). 

The objective of the presented research was to perform an experimental investigation of the deformation 

behaviour and energy absorption capacity of commercially produced aluminum alloy Alporas (Shinko 

Wire Ltd., Japan) under impact loading conditions using a drop tower experimental device and to 

compare the characteristics with the behaviour of widely used protective materials like plain and extruded 

polystyrene in the same testing conditions. 

2. Experimental Methods  

Three types of energy absorbing materials were used for testing and evaluation - closed-cell aluminum 

foam Alporas (Shinko Wire Ltd., Japan) with the mass density of 260±15 kg/m
3
, polystyrene EPS 200 S 

with the mass density ~30 kg/m
3
 and extruded polystyrene foam Styrodur ROOFMATE SL-A with the 

mass density ~33 kg/m
3
. The density of Alporas was detected by weighing of samples with the known 

volume assuming the density of walls to be equal to pure aluminum (2700 kg/m
3
). An example of the test 

samples is shown in Fig. 1. Morphological features and detailed microstructural description of the 

Alporas samples have been previously studied by the authors and can be found in (Němeček et al., 2013). 

Rectangular specimens having 60×60 mm
2
 cross-sectional dimensions and thickness 40 mm for 

polystyrene and extruded polystyrene and 35 mm for Alporas were cut from larger material blocks.  

 

Fig. 1: Samples for impact tests – polystyrene, extruded polystyrene foam, Alporas foam (left to right). 

Impact tests were conducted using a drop tower experimental device. This drop-weight rig can be used to 

generate impact velocities up to 5.4 m/s. A sledge with impactor is guided during free fall by rollers on 

three rails. The rig is equipped by triaxial accelerometer (EGCS3, Measurement Specialties, USA) and 

high speed camera (NX3, Integrated Design Tools, Inc., USA) to capture deformation of the sample. A 

photograph of the experimental setup is shown in Fig. 2. Specimens were placed on the bottom 

compression plate and the impactor was positioned at a defined distance from the top of the sample to 

achieve the required impact velocity. Sample was fixed on the bottom platen to avoid any possible slip of 

the specimen. The total mass of the impactor used in this study was 5020 g and the potential energies 

related to the top surface of the specimens were 16.5 J (for impact velocity 2.5 m/s) and 30.8 J (for impact 

velocity 3.5 m/s). Each specimen was impacted only once.  

 

Fig. 2: Photograph of the experimental set up for impact tests. 
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3. Results and Discussions  

The acceleration of the impactor was recorded in time during its drop. An average displacement of the top 

sample surface and compression force were calculated from the acceleration. Overall engineering strain in 

the sample was assessed taking into account the sample height. Finally, the engineering stress-strain curve 

was constructed as shown in Fig. 3. Three tests were conducted for each material. The compressive 

stress–strain curve of Alporas foam, either quasi-static or dynamic one, exhibits three deformation regions 

(Yi et al., 2001): an initial linear-elastic response; an extended plateau region with a nearly constant flow 

stress and a final densification region in which the cells collapse and are compacted together. The final 

region is not present in our stress-strain curves due to an insufficient impact velocity. Polystyrene and 

Styrodur are characterized by similar qualitative behaviour to Alporas (Fig. 3).  
 

aaaaaaaaa  

Fig. 3: Dynamic compressive stress-strain curve of tested samples. 

Fig. 3 also shows large differences in yield stress for the studied samples. This difference is quite large 

for polystyrene and extruded polystyrene foam (impact velocity 2.5 m/s) in contrast to small difference in 

their mass densities. In the case of Alporas foam, which was measured at two impact velocities, the yield 

stress is (as expected) much higher. It also increases with the impact velocity. Fig. 3 further shows that 

linear elastic part of the stress-strain diagram only appears at very low strains for the studied cases 

(smaller than about 0.001). 

The energy absorption capacity is defined as the energy necessary to deform a given specimen volume to 

a specified strain. The absorption energy per unit volume of a sample up to a strain ε0 can be evaluated by 

integrating the area under the stress–strain curve as follows: 

  
0

0

 W d



    (1) 

Fig. 4 and Tab. 1 show the absorption energy for different tested material at compression strains of 0.05, 

0.10, 0.15, 0.20, 0.25, 0.30, 0.35 and 0.40 and at different strain rates. 

a)         b)  

Fig. 4: Absorption energy for: a) Impact velocity 2.5 m/s and b) Alporas foam at two different impact 

velocities. 

The experimental results show that the yield stress of Alporas foam increases with the impact velocity, so 

the area under the stress–strain curve also increases. The difference between the absorbed energy of 

Alporas foam with impact velocity 2.5 m/s against impact velocity 3.5 m/s is about 24% for strain 0.15 

for the respective averages (Tab. 1). Mean values of the energies fluctuated within approx. 10% between 

the samples of the same category and are summarized in Tab. 1. The difference in the obtained energies 
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points out the importance of the impact velocity which has to be known when designing the protective 

foam layers in a specific application. 

Tab. 1: Absorbed energy (mean values) of tested samples at different strains [MJ/m
3
]. 

Type of material 
Impact 

velocity 
Strain 

 
[m/s] 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 

Polystyrene 

2.5 

0.016 0.034 0.053 0.072 0.092 0.112 0.131 0.151 

Styrodur 0.027 0.056 0.084 0.112 0.140    

Alporas 0.056 0.123 0.184      

Alporas 3.5 0.080 0.159 0.229      

4. Conclusion 

Dynamic impact tests were performed for three types of energy absorbing materials (Alporas, polystyrene 

and extruded polystyrene foams) using a drop tower experiment device. The energy absorption capacity 

was evaluated for all materials. Two impact velocities (2.5 and 3.5 m/s) were tested in the case of 

Alporas. The dynamic compressive stress-strain curves of the materials were determined from the record 

of acceleration. Both yield stress and the absorbed energy of Alporas increased with increasing impact 

velocity and it was significantly larger than in the case of polystyrene and extruded polystyrene (tested for 

impact velocity of 2.5 m/s). Interestingly, the yield stress of extruded polystyrene foam was also 

significantly larger than for polystyrene even if there is a small difference in their mass densities. 

It was proven by the presented investigations that the Alporas foam can absorb significantly higher 

energies compared to conventional materials and its behaviour at high impact velocities can be very 

useful for designing new impact protective devices.  
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Abstract: The paper deals with dynamic response of footbridge Veveří which is induced by the movement of 

people. Measurement of response induced by the movement of people was carried out on this footbridge. 

Graphs of acceleration in chosen points in time were results of measurement. The pedestrians who cross 

footbridge in specific numbers and in different types of walk were source of vibrations. On site measurements 

were compared with calculations of individual load states. 

Keywords:  Footbridge, Dynamic analysis, Vibration serviceability of footbridges, Damping, stiffness, 

Dynamic force, Force model, Walking force, Natural frequencies and vibration modes. 

1. Description of Measurement 

The response of the bridge deck is recorded for walk of one, two, four, six and sixteen pedestrians. The 

pedestrians move either unorganized (free walk) or organized (synchronized walk). 

 

Fig. 1: Scheme of accelerometer placement on footbridge. 

Two sets of measurement were carried out. Each set contained several load states. Main difference 

between sets is in positions of sensors (Kala et al., 2012a). The first set has placing of sensors on three 

places of bridge deck. The acceleration in vertical direction was recorded. 

2. Introduction and Aims 

Large attention was devoted to computations of dynamic response of footbridge in recent years. The 

response is assessed in terms of vibration influence on structure but also and above in terms of influence 

on pedestrian. Recent experiences showed necessity to check response of structure on a pedestrian walk 

comfort. Acceleration and size of oscillation are assessed. If these variables are exceeded, a certain degree 

of discomfort is felt by pedestrian. In worst case it can come to disabling of walk. The goal of paper was 

verify conformity computations of dynamic response with measurement in-site. Size of the conformity is 

a key to assess dynamic response in terms of pedestrian comfort. Measurement in-site, which serves to 

calibrate computational model, was available in this case. These details are not available in construction 

time. Executed conformity of results of numerical analysis with measurement can show which parameters 

of structure and calculation are the most important to reach exact results. 
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Tab. 1: Load states for the first set of measurement. 

 

 

 

Fig. 2: Record of dynamical response of footbridge – measurement 1-1, left side describes acceleration in 

time, right side describes frequencies. 

Tabs. 1 and 2 show list of measured cases dynamical response of footbridge. Two details for step 

frequency are in the table. Each is related to different length of step. First value step frequency is 

calculated on the base length of step 0.8 m.  

It is given by equation, v = 0.8xf [m.s
-2

]. Length of step is determined by measurement for normal walk. 

The second value was calculated for specific case of measurement. Walk velocity was determined from 

graph of acceleration. This graph shows also time to pass over the footbridge. Frequency was determined 

from frequency representation of record measurement. This is the first peak in the graph. 
 

a)                     b) 

Fig. 3: a) Record of dynamical response – measurement 1-2, frequency zone;  

b) Detail with step frequency. 

Set of measurement 1

N. Measurement N.of person Type of movement Transition time Speed Stride lenght frequency Stride lenght frequency

[s] [m.s-2] [m] [Hz] [m] [Hz]

1 2 fast walk 62 1.616 0.8 2.020 0.840 1.924

2 2 synchronized brisk walking 60 1.670 0.8 2.088 0.706 2.365

3 6 normal walk 84 1.193 0.8 1.491 0.723 1.650

4 6 synchronized walk with stomping 68 1.474 0.8 1.842 0.719 2.050

5 16 normal walk 91 1.101 0.8 1.376 0.605 1.820

6 16 synchronized walk 72 1.392 0.8 1.740 0.631 2.207
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No. Frequency Shape description

1 1.321 Lateral

2 1.68 Lateral

4 2.764 Vertical 

6 4.044 Vertical 

Modal structure charakteristic

Tab. 2: Load states for the second set of measurement. 

 

Modal analysis was performed to description behaviour of structure in dynamical load. Lower stiffness is 

evident in horizontal direction upright to longitudinal axis of footbridge. Mode shapes and corresponding 

eigen frequency are shown on Fig. 4. This result is given by configuration of structure support system 

(Kala et al., 2012b). The bridge deck is suspended by ropes to arcs which have large stiffness in vertical 

direction. 

Damping, which is caused by dispersion of mechanical energy, was considered uniform and constant 

damping. Damping model for numerical analysis was modeled by Rayleigh damping. Damping value was 

determined from the damping ratio ξ = 0.007. 
 

 

 

 

 

 

 

                                                                       Fig. 4: Mode shape of structure with frequency 1.321 Hz. 

3. Evaluation of Dynamical Response – Numerical Analysis Result 

Process of response in graph on the left side shows acceleration in chosen point for given direction. 

Longitudinal direction is marked as “x”, transverse “y” and vertical “z”. Corresponding step frequency 

and step length are marked on the top of graph. 

Dependence acceleration in time is on the left side, Fourier transformation to frequency zone is on the 

right side. 

Process of response which is from the first measurement set is only for vertical direction. 

Numerical analysis is in appropriate conformity with measurement. Large result difference which is in the 

middle time response can be ascribed to method of computation. Although the model is taking into 

account flexible supports, the bridge deck is softening (Kala et al., 2012c). Regardless it is not possible to 

completely eliminate large amplitude, when the pedestrians (represented by the forces) cross the chosen 

point. 

Set of measurement 2

N. Measurement N.of person Type of movement Transition time Speed Stride lenght frequency Stride lenght frequency

[s] [m.s-2] [m] [Hz] [m] [Hz]

1 2 fast walk 66 1.518 0.8 1.898 0.787 1.930

2 2 synchronized brisk walking 53 1.891 0.9 2.101 0.834 2.268

3 1 normal walk 34 2.947 1 2.947 1.053 2.800

4 1 running 27 3.711 1 3.711 1.088 3.410

5 4 normal walk 41.7 2.403 0.9 2.670 0.910 2.640

6 4 running 27 3.711 1 3.711 1.108 3.350

7 6 normal walk 77.7 1.290 0.8 1.612 0.713 1.808

8 6 synchronizovaná chůze 72 1.392 0.8 1.740 0.710 1.961

9 16 normal walk 85.8 1.167 0.8 1.459 0.686 1.701

10 16 synchronized walk 80 1.253 0.9 1.392 0.653 1.917

11 7 lateral excitation - vandalism 40 2.140

12 16 lateral excitation - vandalism 30 1.760

Tab. 3: Load states for the second set  

of measurement. 
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Fig. 5: Measurement record 1-1, walk, direction „z“. 

 

  

Fig. 6: Walk 2 pedestrians, f = 1.924 Hz, step 0.84 - direction “z”. 

The graph, which shows transformation of result in time dependency to frequency zone, confirms 

correctness step frequency. Step frequency is 1.924 Hz for this case. Conformity of values is especially in 

frequency 1.924 Hz and further in frequency 3.84 Hz. This fact is confirmed by the most significant part 

of the first two members Fourier series for step force. 

4. Conclusion 

The paper presents measurement of dynamical response of bridge structure and comparison with results 

of numerical analysis. Result differences between measurement and computation are given by the 

damping model. Presented comparison measurement and computation demonstrates appropriate 

conformity of results. This fact proves good prediction of behavior of structure loaded by the movement 

of pedestrians.  
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Abstract: This paper presents a method for parameter identification based on the small punch test and 

inverse analysis. During the small punch test a miniaturized disk specimen was deformed by a spherical 

punch in a manner similar to deep drawing. The experimental outcome was a force – displacement curve, 

which indirectly contains information concerning the mechanical properties of the tested material. The 

parameter identification was carried out by means of an inverse analysis which was based on the finite 

element modeling of the small punch test. The finite element models have to maintain the required accuracy 

with reasonable computational costs. The inverse analysis consists of an iterative method which minimizes 

error between the experimental load – displacement curve and the curves obtained via finite element 

modeling. The identification procedure was applied to 15Ch2MFA steel in order to estimate the true stress – 

true strain relationship. The identified curve was compared with the one obtained from the standard tensile 

test. 

Keywords:  Small punch test, Inverse analysis, Finite elements, Parameter identification. 

1. Introduction 

Parameter estimation of irradiated materials based on small-scale specimen techniques is currently a 

subject of interest worldwide. Despite the fact that the small-scale specimen brings with it certain 

difficulties, its use is required for several reasons. Firstly, there are severe limitations on specimen size in 

irradiated-material testing facilities. Secondly, the small specimen can be extracted from in-service 

components in a semi-destructive way, i.e. the component can be kept operative without a need for 

sampling place repair. This allows for an estimation of the residual life of a component and keeping it in-

service beyond its designed life. 

Over recent decades a number of different techniques applied onto non-standard small specimens have 

been developed in order to assess material properties. Among them the small punches test (SPT) has been 

shown to be an extremely attractive and promising technique. In small punch testing a disk sample 

(usually 0.5 mm thick and 8 mm diameter) is clamped between dies and punched with a spherical 

indenter in a miniaturized deep drawing test. The experimental outcome is the relationship between the 

applied force and the tip displacement of the sample – load-displacement curve (LDC). SPT was 

developed by Manahan et al. (1982) for postirradiation mechanical behavior determination. SPT has been 

used thus far in order to extract the true stress – true strain relationship, the ductile-brittle transition 

temperature, tensile strength, fracture toughness, creep properties and others (Chang, 2008). 

The aim of this paper is to invent the parameter estimation procedure based on an inverse analysis of the 

small punch test. The function and validity of the procedure is demonstrated by estimating the true stress 

– true strain relationship of the 15Ch2MFA steel. 

2. Experimental Tests 

The material under investigation was 15Ch2MFA steel which is used as a base material for pressure 

vessels in a nuclear reactor VVER-440. Young’s modulus E = 213 ± 3 GPa and the yield strength 
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Rp0.2 = 499 ± 5 MPa was measured with a standard tensile test. The true stress – true strain relationship is 

plotted in Fig. 4. 

The SPTs was performed on a tensile testing machine Inspekt 100 kN, Hegewald & Peschke. The tests 

were carried out at room temperature. The schematic of the small punch testing device is shown in Fig. 1. 

The specimen is a small disk with dimensions 8 mm in diameter and 0.5 mm in thickness which was 

clamped to a die by means of a down-holder with the force F ~ 14.5 kN. The final specimen surface was 

grinded with sand paper (grit size P1200) and no lubrication between the punch and the specimen was 

used. Over the course of the test, the punch with a spherical head was pushed downward with a constant 

speed v = 0.5 mm/min. The test was completed when a sudden force drop caused by a crack extension 

occurred. The disk was symmetrically deformed in a deep drawing manner. Using the down holder, the 

specimen was prevented from cupping upward and therefore, the plastic deformation was concentrated 

into the region below the punch. Further information about the specimen preparation, testing device and 

test procedure can be found in Janča (2013). 

 

Fig. 1: Schematic illustration of the SPT device. 

The displacement of the central point on the bottom side is monitored as a function of applied force 

during the test. This load-displacement curve (LDC) contains information about the material properties of 

the sample. The typical LDC for the ductile material can be divided into several regions based on the 

main deformation process (Baik et al., 1986): elastic bending (I), plastic bending (II), plastic membrane 

stretching (III) and plastic instability (IV). The linear elastic deformation in region I is followed by an 

expansion of the plastic deformation from the punch tip to the entire specimen in region II. In region III 

the deformation mechanism changes from bending to biaxial stretching. The local reduction of thickness 

in region IV causes a micro-cracking and load decrease followed by a final rupture. 

3. Parameter Estimation 

LDC contains information indirectly concerning the elasto-plastic deformation behavior and about the 

strength and fracture properties of the material. There are two basic ways to extract unknown material 

parameters from LDC: (I.) determine the empirical relationship in order to relate the results from SPT and 

unknown parameter for a given class of materials; (II.) perform an inverse analysis based on finite 

element simulations. The latter is presented in this paper to obtain a true stress – true strain curve. 

3.1. Finite element modeling of SPT 

FE simulations have become an inseparable tool for parameter estimation by means of inverse analysis. 

During the inverse analysis, tens or even hundreds of finite element models have to be evaluated, thus 

models should maintain the required accuracy with a reasonable computation costs. 

Since the test geometry, loading, deformation and damage evolution up to the crack initiation are 

axisymmetric, a 2D FE model is sufficient to calculate the LDC. A typical finite element mesh is plotted 

in Fig. 2a, four node axisymmetric elements of full integration with an edge 0.04 mm in length were used. 

The contact between the specimen, punch and dies was modeled with a friction coefficient µ = 0.1. The 

punch and dies were modeled as rigid bodies. Neither damage nor failure were taken into account in the 

FE model, thus LDC is only valid in first three regions before micro-cracking occurs.  
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            a)                                                                           b) 

Fig. 2: a) Typical FE mesh used in the simulations. The scale shows the equivalent logarithmic strain. 

b) Scheme of inverse analysis. 

3.2. Inverse Analysis 

Obtaining a true stress – true strain relationship by SPT requires an inverse analysis. The principal 

scheme of the parameter estimation procedure is shown in Fig. 2b. The iterative procedure compares the 

experimental and simulated LDC by means of the cost function 

    ( )   
 

 
 ∑      (    )       (  ) 

  
    (1) 

in which N is the number of points considered in the optimization.     (    ) is the force value at 

displacement ui calculated by the FE model which is dependent on unknown parameters x.     (  ) is 

the force value at displacement ui from the experimental SPT. The cost function is minimized by means 

of a gradient-based algorithm, namely the Levenberg–Marquardt method (Andrade-Campos et al., 2007). 

The unknown parameters (x) represent in this case the true stress – true strain curve defined as a 

piecewise function 

        {
       

                                                

  (         )     
                       

 (2) 

in which there are four unknown parameters          and parameter    is kept fixed at value 0.29. 

4. Application and Results 

The aforementioned procedure was implemented via Matlab which governed the optimization procedure 

as well as the FE simulations carried out with the MSC.Marc software. An inverse analysis has been 

performed in order to estimate the four unknown parameters of the true stress – true strain curve defined 

by equation (2) for the 15Ch2MFA steel. 

The LDC obtained during the inverse analysis are plotted in Fig. 3 and compared with the experimental 

one. Only regions I–III of the LDC are used for the parameter identification. It is apparent that the 

iterations steadily converge towards the experimental curve. The convergence was reached in 13 

iterations and 103 FE models in all were calculated. The entire curve is approximated quite well with a 

slight misalignment remaining in the early stages of deformation. 

The corresponding true stress – true strain curves are shown in Fig. 4. The predicted curve underestimated 

the value of the yield strength, although it on the whole provided close agreement with the curve obtained 

by the classic tensile test which was corrected after necking by Bridgman’s correction method. 

5. Conclusions 

The characterization of material for the pressure vessel in the nuclear reactor has been carried out in this 

paper by means of an inverse analysis on a small punch test. Both the experimental tests as well as the 

optimization routine with finite element simulations have been carried out in order to validate the 

parameter estimation based on an inverse analysis. 

The developed identification routine was applied to extract the true stress – true strain curve from the 

outcome of the SP test (load-displacement curve). The estimated curve provided a satisfactory 

approximation of the curve from the standard tensile test with a maximum deviation 6%.  
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Fig. 3: Experimental LDC and numerically estimated curves during the inverse analysis. 

 
Fig. 4: Hardening curves corresponding to LDC in Fig. 3. 
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Abstract: Mobile robot localization based on active artificial landmarks is well established robust technique 

in indoor mobile robotics. This paper explores the extension of the method to multiple robot localization, 

with the key idea of using the robots themselves as the artificial landmarks, supplying other robots in the 

group with its estimate of position. The method uses nonlinear version of Kalman filter for determination of 

position estimate in 2D space, x-y coordinates and angle with respect to global coordinate system, with the 

estimate represented by mean values and corresponding covariances. Simulation results based on model well 

verified with the real system suggest that while only small reduction of number of fixed active landmarks can 

be achieved, the main advantage of the method is in increased robustness of localization technique with 

respect to obscured landmarks fields of view. 

Keywords:  Mobile robot, Indoor localization, Kalman filter, Infrared beacons. 

1. Introduction 

Determination of autonomous mobile robot position – localization – is essential task in robot navigation. 

There is a number of approaches to the task, most common ones include some kind of landmark 

detection, with active artificial landmarks being the most reliable in spite its disadvantage of the need to 

put such landmarks into environment. 

In past few years the focus of robotic community moves towards the multiple robots cooperation, used 

e.g. for advanced mapping, when a group of robots maps the surrounding areas with either vision or 

rangefinder based systems and such information is fused to get complete map of environment (Saeedi 

et.al. 2011). Regarding localization, artificial landmarks approach is ideal for multiple robots, see e.g. 

Park & Kee (2011), proposing an indoor localization system for a wide service area divided into 

multiblocks for reliable sensor operation.  

The idea behind the method introduced in this paper is to place active artificial landmark onto each robot 

in the group, creating moving beacon, that can serve as additional source of information for localization. 

On contrary to relative localization (Mao, 2013), the moving beacon information is fused with the static 

beacons to enhance the robustness of global localization. 

2. Infrared Beacons Based Localization  

Infrared beacons based localization determines the position , ,
T

R R R

k k k kx y    x  of the robot on 2D plane 

in k step using the model of the robot response to actions ,t r

k k ku u   u  represented by translational 
t

ku

and rotational 
r

ku velocities and the measurement of relative angle between the robot and detected beacon, 
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placed in known position  , , 1,2,...,bi bi bix y i N x , see Fig. 1. The position of the robot is 

represented by simple unimodal Gaussian approximation. 

 

Fig. 1: Robot state definition, static beacons and additional robot with beacon attached. 

The model is defined in (1) and (2), where kv  is white Gaussian process noise with zero mean and 

covariance matrix kV  , ky   is system output,  kw  is corresponding measurement noise with zero mean 

and covariance matrix  kW  and f  and h are continuously differentiable nonlinear functions. The state 

transition function f defines how the state changes when action is applied: 
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and for N measurements of beacon relative angle the output is: 
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 (2) 

with single beacon measurement  

    1 1 1 1, atan2 ,R R R

k b k b k b kh y y x x     
 

x x  (3) 

As the state can not be determined exactly, the state estimate is used instead, defined by its mean ˆ kx  and 

covariance matrix kP . Nonlinear version of Kalman filter, either EKF or UKF can be used to find such 

estimate, see the details in Krejsa & Vechet (2012). 

3. Multiple Robots Localization 

The simple extension for multiple robots localization is trivial, all the robots will receive successive 

measurements from all the beacons. The beacon identification problem is solved by one way 

communication from the robot to the beacon, therefore the only issue with the extension is to select one 

robot as the group leader, communicating with the beacons, while other robots receive the issued emitting 

command and consequently read the relative angle measured. 

This simple approach can be further extended by placing additional beacon on top of each robot. The 

motivation is straight-forward: such dynamic beacon can provide other robots with additional 

information, that is particularly advantageous in cases when some of the beacons are out of receivers field 

of view, or remaining visible static beacons are in undesirable geometric configuration (keep in mind that 

only bearing information is available for infrared beacons, not the distance). 
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However, some issues arise when dynamic beacons are introduced. First of all, the communication 

between the robots has to enable to transmit and receive the estimate of i-th robot position ˆ RB

ikx , 
RB

ikP . As 

the robots have to receive the beacon identification commands anyway, it is not difficult to extend the 

communication protocol. Second issue arises with the increased number of beacons increasing the time 

delay in single round through all the beacons, therefore the number of robots is limited due to 

technological limitations. The last remaining issue arises from the uncertainty in dynamic beacon 

position. The measurement from dynamic beacons therefore has to be handled differently, taking into 

account the covariances 
RB

ikP .  

In Extended Kalman filter correction step, the update is given as: 

 

1 11 1 1

1 11 1 1 1

ˆ ˆ
k kk k k k

k kk k k k k k

   

    

 

 

x x K y

P P K H P
 (4) 

where Kalman gain 
1

1 1 11

T

k k kk k



  
K P H S  needs the partial derivatives of measurement function h and 

1 1 1 11

T

k k k kk k   
 S H P H W . The covariance matrix 

1kW  for static beacons is simply consisting of 

variances in each beacon detection, see Krejsa & Vechet (2012) for technical details. For dynamic 

beacons there are two variances that need to be taken into account. The one from the measurement itself 

and the one from the uncertain position of the dynamic beacon. The state of the beacon carrying robot is 

available, it consists of the mean ˆ RB

ikx  and covariance matrix 
RB

ikP . Due to the nature of infrared beacons 

and corresponding receiver, the information about the angle is irrelevant, therefore the problem is 

narrowed to determination of the variance in position. To do so, let's extract the position information 

 ˆ 1,2
T

RBP RB RBP RBP

ij ik x y    x x  and (1,1)... (2,2)RBP RB RB

ik ik ikP P P . With position of the robot we are 

investigating being  ˆ 1,2R R R R

k k x y    x x , the variance is determined as: 

 
RBP T

ikW CP C  (5) 

where matrix C corresponds to unit vector perpendicular to the direction vector from the robot to 

dynamic beacon, calculated from the means of corresponding position estimates. In particular
RBP R RBP Ry y x x     C . 

4. Simulations and Results 

The above described approach was implemented in Matlab and number of simulations were performed. 

Simulation model is based on the model developed for presentation robot Advee (Krejsa et al., 2012) and 

as such the model was thoroughly modified to correspond with the real robot, including the localization 

method. Therefore in spite the fact that following results are based on simulation only, we have high level 

of confidence in overall correctness. 

The experiments were organized as follows. Each robot was placed on random initial position. Goals 

were generated for each robot randomly, whenever the goal was reached the new goal was generated. 

Motion planner used was simple FSM based with obstacle avoidance, including other robots, no dynamic 

obstacles apart from the robots were present. Four static beacons were placed in map corners and beacon 

detection took into account the visibility of the beacon. Independently on beacon visibility the probability 

of the beacon to be detected was gradually increased in 0.1,1  interval. Dynamic beacons visibility was 

also taken into account and the probability of dynamic beacon to emit the signal was set to 0.5. 

Experiments were performed in two groups, with and without the use of dynamic beacons. 

Example of localization courses with 5 robots without and with dynamic beacons is shown on left of  

Fig. 2. Ellipses correspond to 99% confidence interval. Localization error is clearly reduced for the case 

with dynamic beacons and more importantly, the size of confidential ellipses shows that uncertainty is 

reduced as well. 
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The overall results are shown on graph in right side of Fig. 2. Total of 1000 simulations were performed 

for each configuration. Shown results use percentage of maximum error exceeding given limit in distance 

error; angular error is much smaller, as the available information is angular. The improvement is obvious, 

however there is not much difference between 3 and 5 dynamic beacons, partially due to the uncertainty 

in robots position and partially due to delays in data processing caused by higher number of 

measurements. 

 

  

Fig. 2: Example of localization courses of individual robots, with static beacons only (top left), 

static+dynamic (bottom left). Quality of localization in percentage of surpassing certain maximum error. 

5. Conclusions 

The paper presented method improving the bearing only beacon based localization for multiple robots by 

introducing dynamic beacons carried by the robot themselves. Incorporation of dynamic beacon 

uncertainty in robot position was presented, extracting the necessary variation as linear function of 3D 

normal probability distribution.  

The results show that improvement of precision and robustness is achieved, on the cost of higher 

technological demands on inter-robot communication. The method is suitable mainly for larger areas with 

obstacles covering certain portions of static beacons field of view.  
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Abstract:  Aims of our study were as follows: 1) to perform a 3D reconstruction of parts of the adjacent 

classical hepatic lobules, 2) to compare the histomorphometric techniques available for estimating the 

volume of the lobules using 3D reconstruction and interactive stereological techniques, 3) to assess the 

volume fraction of liver parenchyma, connective tissue, and blood vessels, 4) to quantify the shrinkage in 

tissue blocks porcine liver. The morphometric parameters were assessed using serial histological sections 

and stereological methods. Volume of the sampled portions of the lobules ranged between 0.282-0.498 mm
3
. 

The volume fraction of parenchyma in liver was 0.867, the volume fraction of connective tissue was 0.077and 

the fraction of blood vessels was 0.026. The mean volume shrinkage of porcine liver was 55.23%. This value 

can be used for correcting the data based on paraffin-processed histological sections. For further 

quantitative studies, we suggest the nucleator technique as a fast, robust and reliable method for estimating 

the volume of the lobules. For biomechanical modelling, the absolute volumes resulting from histological 

studies have to be corrected due to the tissue shrinkage affecting the paraffin-processed tissue samples. 

Keywords:  Liver, Stereology, Volume, Point grid, Nucleator. 

1. Introduction 

Advanced biomechanical models of biological organs should be based on statistical morphometry of their 

microscopic architecture. Quantitative description of the microscopic properties of real tissues sample is 

an advantage when devising computer models that are statistically similar to biological tissues under 

physiological or pathological conditions (Králíčková, 2013). Biomechanical models of liver have already 

proved to be useful when clarifying biological problems such as liver perfusion, ontogenetic growth, 

fibrosis and cirrhosis, metastatic spread, and remodeling or regeneration after surgical resection (Debbaut 

et al, 2014; Marcos et al., 2012).The research of the liver is often done using  porcine model (Ekataksin 

and Wake, 1991; Králíčková, 2013; Lehmann et al., 2008) due to its similarity with human liver. 

Description of hepatic blood circulation gives an insight into liver pathology and may be used to inspire 

or modify surgical techniques as well. Corrosive vascular casts and micro-computed tomography are used 

for three-dimensional reconstruction of the hepatic circulation (Debbaut et al., 2014). A simplified liver 

microstructure may be characterized by periodically repeating morphological units known as 

representative volume elements (REVs). Naturally occurring REVs in liver are the classical polygonal 

hepatic lobules surrounding the central veins. In rat, three-dimensional (3D) reconstruction of these units 

revealed their volume to range between 0.094 and 0.621 mm
3 
(Teutsch et al., 1999).  

Another morphometric parameter of liver tissue is the ratio between the functional parenchyma and the 

structural supporting connective tissue. This ratio may greatly vary, e.g., in hepatic fibrosis or cirrhosis. 

However, all 3D reconstructions and morphometric studies based on routine formalin-fixed and paraffin-

embedded histological sections are biased by a significant and hardy predictable tissue shrinkage (Dorph-

Petersen et al., 2001).Therefore the aims of our study were as follows: 1) to perform a 3Dreconstruction 
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of parts of the adjacent classical hepatic lobules as REVs, 2) to compare the histomorphometric 

techniques available for estimating the volume of the lobules using 3D reconstruction and interactive 

stereological techniques, 3) to assess the volume fraction of liver parenchyma, connective tissue, and 

blood vessels, 4) to quantify the shrinkage in tissue blocks representing porcine liver. 

2. Methods 

Four tissue blocks (approx. 1 × 1 × 1 cm) were taken from the liver of a healthy pig (age 14 weeks, 

weight 25 kg). The animal received humane care in compliance with the European Convention on Animal 

Care and the whole project was approved by the Faculty Committee for the Prevention of Cruelty to 

Animals.For 3D reconstruction, one sample was fixed in 10% formaldehyde, rinsed in 70% ethanol, and 

dehydrated. The cutting plane was randomized and the blocks were embedded in paraffin. The block was 

cut into a series of consecutive 3-µm-thick 50 histological sections, every second of them was stained 

with aniline blue and nuclear fast red. All sections were photographed using a 2× objective. The images 

were registered in order to correct the shift and rotation deviation between the serial sections using the 

Imagreg software (Jiri Janacek, The Academy of Sciences of the Czech Republic, Prague). Using the 

Polygon tool of the Ellipse software (ViDiTo, Košice, Slovak Republic), five classical lobules as well as 

the central veins were outlined (Figs. 1a and 1b) and their areas were recorded.Using the Surface module 

of the Ellipse software, a 3D model connecting the contours was rendered and used for both visualization  

(Figs. 1c and 1d) and quantification of the reconstructed parts of lobules.  

Next, profiles of the same lobules used for reconstruction were measured using the Nucleator plugin in 

the Ellipse software. The nucleator method has been devised as a local stereological probe to estimate 

volume of objects provided that each object has a unique arbitrary point and the sections are either 

isotropic uniform or vertical uniform (Gundersen et al., 1998; Marcos et al., 2012). Briefly, in any n-

dimensional space, the distance l between an arbitrary fixed point measure and the object boundary in any 

isotropic direction provides an unbiased estimate of the object content as follows: 

 
nlccontent   (1) 

where for n = 1, 2, 3, the content is length, area, or volume and c = 2, π, or 4π/3 (Gundersen et al. 1998). 

In our case, a two-dimensional (2-D) nucleator was used. Therefore n=2 for a sample of two-dimensional 

isotropic uniform sections and content gives an estimate of mean area of the profile of morphological 

lobules. We used a 2-D nucleator probe with four isotropically oriented rays (Fig. 2c). Next, we estimated 

the volume of the sampled portions of classical lobules using the Cavalieri principle (Mouton, 2002) by 

multiplying the sum of there are as from the serial sections by the distance between the sections. We used 

the stereological point grid (Mouton, 2002) to quantify the volume fractions of the parenchyma, 

connective tissue and the blood vessels (Figs. 2a and 2b).The variation between the serial sections was 

assessed with use of the coefficient of error CE calculated with the quadratic approximation formula of 

Matheron, modified for use in a stereological context (Gundersen& Jensen, 1987). 

Three tissue blocks were taken using punch biopsy (10-mm diameter) to estimate the tissue shrinkage. 

The dimensions of each biopsy was precisely measured using a caliper and their volume was calculated 

and labelled as V(primary volume). The samples were fixed in 10% formaldehyde, rinsed in 70% ethanol, 

dehydrated and routinely embedded in paraffin. Tissues blocks were exhaustively cut into series of 

consecutive 5-µm-thick histological sections, every tenth section was stained with hematoxylin and eosin. 

The volume of each processed tissue block V(volume_after_processing) was estimated using the 

stereological point grid (Fig. 2d) and Cavalieri principle. The volume shrinkage was calculated using the 

formula 1- V(volume_after_processing)/V(primary). 

3. Results and Discussion 

Volume of the sampled portions of the classical lobules ranged between 0.282 mm
3
 and 0.498 mm

3
. 

The volume fraction of parenchyma in liver was 0.867 (CE = 0.009), the volume fraction of connective 

tissue in liver was 0.077 (CE = 0.021) and the fraction of blood vessels in liver was 0.026 (CE = 0.021).  

The volume shrinkage was 56.8% in sample #1, 59.4 in sample #2, and 49.5% in sample #3. The mean 

volume shrinkage of porcine liver was 55.23%. Shrinkage of hepatic tissue was substantial, probably due 

to the large blood supply. This value can be used for correcting the data based on paraffin-processed 
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histological sections. The final volume of the structures before histological processing V(final) can be 

calculated as V(final)=V(primary volume)*(1-volume shrinkage). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Three-dimensional reconstruction of hepatic lobules: a) Tracing the contours; b) 3D view of the 

contours; c), d) 3D reconstruction of classical lobules and their central veins. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Estimating volumes and areas using stereological point grid (a),b),d)) and the nucleator 

technique (c)): a) – Points hitting the interlobular connective tissue were marked yellow and used for 

estimating the volume fraction of the connective tissue. Each point represents the same predetermined 

area. B) Points hitting the functional parenchyma were labelled yellow. c) The sectional area of a lobule 

quantified using a two-dimensional nucleator probe with four isotropically oriented rays. The 

intersections of the probe rays with the borders of the lobule are marked. d) Using point grid for 

quantifying the volume after histological the processing to quantify the tissue shrinkage. 

a) 

d) 

b) 

c) 

a) 

d) 

b) 

c) 
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Tab. 1: Volume of sampled portions of hepatic lobules assessed by three methods: planimetry 

(V(contours)), 3D reconstruction (V(3D)) and the nucleator method (V(nucleator)). The variability of the 

volume estimates is characterized by the coefficient of error (CE). 

 V(contours) 

[mm
3
] 

CE 

(contours) 

V(3D) 

[mm
3
] 

V(nucleator) 

[mm
3
] 

CE 

(nucleator) 

lobule#1 0.498 0.008 0.493 0.491 0.017 

lobule#2 0.282 0.009 0.279 0.275 0.017 

lobule#3 0.372 0.008 0.366 0.363 0.014 

lobule#4 0.305 0.008 0.299 0.297 0.010 

lobule#5 0.050 0.020 0.046 0.472 0.037 

4. Conclusions 

Using 3D reconstruction and stereological methods, we visualized portions of five adjacent classical 

hepatic lobules and the corresponding central veins, thus partially demonstrating their spatial relations. 

We compared three techniques for estimating the volume of the lobules. For further quantitative studies, 

we suggest the nucleator technique as a fast, robust and reliable method. Next, we quantified the volume 

fractions of the major constituents of the liver, namely the functional parenchyma, the connective tissue, 

and the blood vessels. For biomechanical modelling, the absolute volumes resulting from histological 

studies have to be corrected due to the tissue shrinkage affecting the paraffin-processed tissue samples. 
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Abstract: The article deals with the development of a computational model of an engine, a transmission and 

a clutch. These parts of the powertrain were created using blocks from the libraries of the Simulink software 

while the input parameters for individual components were set on the basis of constructional CAD 

documentation of the vehicle. The creation of the computational model is described and some of the results of 

the Simulink simulations are presented. Furthermore, examples of the simulations of gear ratio change and 

cranktrain torsional vibration analysis are shown at the end of this article. 

Keywords:  Diesel Engine, Torsion Model, Transmission, Clutch, Computational Model, Simulink. 

1. Introduction 

In order to accelerate the development and lower the expenses  of prototype realization, advanced 

computational models of a vehicle’s powertrain are used with rising frequency. As a result, the problems 

often associated with the first prototype running can be significantly reduced. Nowadays, software 

developers offer many different forms of development support for computational models, including some 

well-equipped libraries which make the creation of various model parts easier. 

This article deals with the creation of computational models of parts included in a heavy commercial 

vehicle’s powertrain. The following chapters describe the creation of engine computational models and 

transmission computational models meant to represent the 8-cylinder diesel engine and the accompanying 

transmission in the vehicle. The aim was to develop computational models which are able to simulate the 

relevant part of a powertrain with a sufficient level of detail, including torsional vibrations. The models 

assembled have a modular structure and will be gradually enhanced by models of powertrain additional 

substructures, which will allow real-time simulations of the complex model and the development of 

mechatronical systems for this vehicle. 

The model was assembled using the Simulink software environment, which can serve for the creation of 

own computational models and simulation calculations, including real-time simulations. In the article 

there are described two examples computations which simulate a cranktrain torsional vibrations and the 

process of gear ratio change. 

2. Fundamental Input Parameters for Computational Model Creation  

The input parameter for a computational engine model is the course of indicated pressure inside a 

cylinder. From this pressure, the engine torque can be calculated (Kožoušek, 1983). Therefore, a script to 

create a 3D matrix of the engine torque depicted in Fig. 1a was written in the Matlab software. The 

dimensions of the matrix are 13x720x2 and it is composed of two 2D matrices which represent the 

maximum and minimum fuel supply. 13 rows of the 2D matrix contain engine torque curves during one 

working cycle which corresponds to the engine speed range from 800 rpm to 2 000 rpm. Consequently, 

the resulting engine torque value is determined by the crank angle, engine speed and fuel supply. 
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In order to allow the computational engine model to perform also a torsional vibrations analysis, it was 

devised as a dynamic torsional system. The motion equations obtained according to the Lagrangian 

method are written as 

   ̈    ̇          (1) 

where the vector of generalised coordinates  contains angular displacements of system elements, M is 

the mass matrix, C is the stiffness matrix, K is the damping matrix and T(t) is the vector of excitation 

engine torques. The input parameters of the computational engine model are the values of the moments of 

inertia, torsional stiffness values and damping coefficient values. The kinetic energy of the reciprocating 

masses depends on the crank angle. For the calculation of the mass matrix is used the mean value, so the 

mass matrix elements are constant.  The damping coefficient values were set according to the 

measurement results on a similar powertrain. The calculation of the eigenfrequencies is carried out as an 

eigenvalue problem according to the literature (Píštěk & Štětina, 1993). 

The computational model of a clutch which transfers the engine torque can be assembled in two ways, 

both described in (Budynas & Nisbett, 2006). One follows the even clutch wear assumption, while the 

other uses the assumption of even pressure distribution on the clutch friction lining. In this computational 

model, the even wear assumption was adopted. The transmission of a heavy commercial vehicle is 

composed of several parts. The first one is a gearbox, where normal and reduction gears are changed. The 

second one is the main gearbox used for the selection of 5 forward gear ratios and 1 reverse gear ratio. 

The main gearbox is followed by an auxiliary gearbox with 2 further gear ratios which further enhance 

the gear ratio range. The driver can therefore choose from 7 forward gear ratios. The first 5 are selected in 

the main gearbox and the additional 6
th
 and 7

th
 are selected as a combination of main and auxiliary 

gearboxes‘ ratios. The input parameters are the individual gear ratio values, moments of inertia of rotating 

components, torsional stiffness of the shafts and values describing synchronizers, as they are also 

included in the computational transmission model. To define the torque transfer through the synchronizer, 

the same two assumptions applicable for the clutch can be used. For the computational model, the even 

wear assumption was used in this case as well. The model also describes the forces transferred by the 

spring through the ball contained in the synchronizer to increase the accuracy of the simulation. The 

equations for the synchronizer calculations are described in details in (Budynas & Nisbett, 2006). 

3. Computational Models 

Individual computational models were assembled from the basic blocks included in Simulink software 

libraries. The user guide and tutorials for modelling in Simulink were gathered from (Dabney & Harman, 

2004; Grepl, 2007). The computational models of the powertrain contain many modules, only some of 

which will be mentioned here, namely the engine and transmission subsystems models. 

3.1. Computational model of the engine 

The structure of the computational engine model is presented in Fig. 1b. Fundamental parts of the model 

are blocks which describe the parameters of rotational parts and torsional springs and a torque generator. 

 

Fig. 1: Input values and computational model of the engine. 

Using these blocks, a torsional system is assembled as a dynamic model of a real engine. The 3D matrices 

defined in Chapter 2 are connected to the mentioned blocks generating the torque in the torsional system. 

This torsional model enables to determine the rotational speeds of parts during the simulation. Therefore 

a) b) 
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the speed sensor is placed at the engine output and the value serves as an input to the 3D matrix. The 

orange submodel in Fig. 1b reports the exact crank angle value which is the second input to the 3D 

matrix. The last input is the accelerator pedal position which is controlled by the user. Using these inputs, 

the torque on each crank throw can be calculated. Individual 3D matrices are also shifted according to the 

ignition sequence of the engine cylinders. 

3.2. Computational model of the transmission 

The computational transmission model is composed of blocks similar to those used in the engine model. 

It contains blocks representing rotational parts, synchronizers, gears and other elements which serve to 

control the selection of individual gear ratios. On the other hand, this model does not contain torsional 

springs as the loaded shaft length depends on various gear ratios; therefore, the torsional stiffness is not 

constant. However, these torsional stiffnesses as well as gear couplings are by orders of magnitude higher 

than the other shafts in the powertrain. 

 

Fig. 2: Computational model of the transmission. 

4. Examples of Computational Simulations 

Computational models were used to perform braking simulations of the engine with and without the 

transmission connected to a virtual dynamometer. In the following subchapters the results of engine 

torsional vibrations simulation and gear change simulation are presented. 

4.1. Torsional vibrations simulation 

The simulation was carried out with fixed throttle position. The engine speed settled at 1 487 rpm and the 

torque at the engine output was being monitored and subsequently processed by the Fourier Transform 

with Hann window according to (Zaplatílek & Doňar, 2006). The results are the harmonic components of 

the resulting engine torque measured after the flywheel. 

 

Fig. 3: FFT analysis of engine torque at 1 487 rpm. 

346



 

 5 

4.2. Gear change simulation 

In order to conduct the gear change simulation, engine and transmission computational model were joined 

together and controlled by additional algorithm, which simulates gradual rise of engine speed followed by 

a clutch pedal depression, engine speed drop and gear change. The clutch pedal is then let loose and the 

engine speed rises again. This is repeated until the highest gear is selected. Resulting engine speed curves 

and transmission output speed curves are given in Fig. 4. 

 

Fig. 4: Speed curves of individual driveline parts. 

5. Conclusions 

The computational models of an engine, a transmission and a clutch were assembled using the blocks 

from the libraries of Simulink software. The aim was to create computational models able to represent 

real parts of a vehicle powertrain of known construction parameters with sufficient accuracy. 

In the second chapter, the description of input parameter preparation is given, while the third chapter 

presents the main subsystems of computational models and their assembly in the Simulink environment. 

The final chapter then describes selected simulations of an engine and a gear change. The results prove 

that the behaviour of these models is correct.  

The described computational models will be enhanced by further modules in the future, which will allow 

the simulation of the whole powertrain of a commercial vehicle. This complex computational model will 

then be used for the development of mechatronical systems aimed at commercial vehicles’ powertrains 

and undercarriages. It will also be possible to run the simulations in real-time. Some of these have already 

been run using the real-time testing hardware supplied by National Instruments. 
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Abstract: Macroscopically heterogeneous materials, characterized mostly by comparable heterogeneity 

lengthscale and structural sizes, can no longer be modelled by deterministic approach. It is convenient to 

introduce stochastic approach with uncertain material parameters quantified as random fields. Nevertheless, 

introduction of random fields brings higher demands on quality of input data, especially on inputs of 

covariance functions representing the spatial randomness. The present contribution is devoted to the 

construction of random fields based on image analysis utilizing statistical descriptors, which were developed 

to describe the different morphology of two-phase random material. The whole concept is demonstrated on a 

simple numerical example of stationary heat conduction where interesting phenomena can be clearly 

understood. 

Keywords:  Stochastic finite element method, Random fields, Two-point probability density function, 

Covariance function. 

1. Introduction 

Nowadays, the stochastic finite element method (SFEM) is very popular approach to modelling of 

heterogeneous materials. SFEM is an extension of the classical deterministic finite element approach to 

the stochastic framework i.e. to the solution of stochastic (static and dynamic) problems involving finite 

elements whose properties are random, see (Stefanou, 2009). The Monte Carlo (MC) method is the most 

widely used technique in simulating of these problems. Unfortunately, MC simulations require thousands 

or millions samples because of relatively slow convergence rate, thus the total cost of these numerical 

evaluations quickly becomes prohibitive. To meet this concern, the surrogate models based on the 

polynomial chaos expansion (PCE), see (Xiu & Karniadakis, 2002), were developed as promising 

alternative. The PC-based surrogates are constructed by different fully-, semi- or non-intrusive methods 

based on the stochastic Galerkin method (Ghanem & Spanos, 2012; Matthies 2010), stochastic 

collocation (SC) method (Babuška et al., 2004; Xiu, 2009) or DoE (design of experiments)-based linear 

regression (Blatman & Sudret, 2010). 

When the input parameters are defined as random fields, the additional mathematical formulations are 

introduced to describe the spatial randomness. The Karhunen-Loève expansion (KLE) allow for 

representation of random fields utilising surprisingly few orthogonal modes from spectral decomposition 

of covariance matrix, see (Adler & Taylor, 2007). Several analytical covariance functions (CF) were 

created to describe the spatial covariance, but their relevance in describing real material properties 

remains questionable and poorly justified. Therefore, relatively new concepts of extracting the spatial 

covariance from images were established, see (Soize, 2006; Jürgens et al., 2012). Here, we propose a 

novel construction of CF obtained from two-point probability density function, which is calculated from 

the given image. 
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2. Methodology 

Due to the lack of space it is impossible to introduce whole methodology. Therefore, we focus here only 

on the construction of random fields. Other topics, such as implementation of heat conduction problem 

into the stochastic framework using the stochastic Galerkin are presented elsewhere; see (Kučerová & 

Matthies, 2010; Kučerová et al., 2012). As a preamble, we utilise KLE for modelling the spatial 

randomness. Based on the spectral decomposition of covariance function         and the orthogonality 

of eigenfunctions   , the real-valued random field        truncated after M terms can be written as 

              ∑ √    
 
              (1) 

where       is the mean value,    are the positive eigenvalues and      is a set of uncorrelated random 

variables of zero mean and unit variance. It is obvious that the CF plays a key role in the construction of 

random field. Therefore, we introduce following relations: The first two belong to classical analytical 

approaches and third one is a novel strategy utilizing the information from images: 

 Gaussian CF in two-dimensional space is given as 

           
    ( 

(    )
 

   
  

       

   
 ),  (2) 

where         and            are arbitrarily chosen two points,   
  is the variance of        

and           are the correlation lengths. 

 Exponential CF is defined as 

           
    ( |

    

  
|  |

    

  
|). (3) 

Image-based CF – here we focus  in  particular  on  two-point  probability  function          , see 

(Torquato, 2002), and two-phase medium with constant value      over the domain of the phase 

   . According to (Lombardo et al., 2009), the CF is derived as  

         (  
          (    )

 
) (         )

 
, (4) 

where      is volume fraction of the phase    . 

3. Numerical Example 

 

a)                                                                     b) 

Fig. 1: a) Heterogeneous structure with boundary conditions ( is the temperature [C], q is the heat flux 

[Wm
-2

] and l is the length [m]) and b) its finite element discretisation with 441 FE nodes. 

This section supports the proposed methodology through numerical study of heat conduction problem in 

irregular masonry, where energy balance equation leads to  

                    ,          , (5) 

          ,       ,  (6) 
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where   is a temperature,   stands for a head source or sink and   is a prescribed boundary conditions. 

Thermal conductivity is assumed to be                  for bricks (white phase) and  

                 for mortar (black phase). We consider the geometry obtained from a photograph of 

irregular masonry. Its black-and-white variant together with the loading conditions is depicted in Fig. 1a, 

while the employed finite element discretisation is given in Fig. 1b.  

While the image-based CF is fully defined by the image and conductivity in particular phases, the 

Gaussian and exponential CFs need a calibration of correlation lengths    and    and variance   
 . 

Moreover, the expansion of the field in Eq. (1) also requires mean value   . The latter two moments can 

be obtained simply as mean and variance of conductivity values      and      prescribed to both phases 

weighted by their corresponding volume fractions      and     . Determination of correlation lengths is, 

however, not trivial and commonly requires some expert knowledge about the modelled material. Here 

we exploit our knowledge about image-based CF and optimise the values of correlation lenghts so as to fit 

the analytical CFs to the one obtained from image. The optimisation process resulted in         mm 

and         mm in case of Gaussian CF and         mm and         mm in case of exponential 

CF. The shape of resulting CFs is shown in Fig. 2, where inadequacy of Gaussian or exponential 

approximation of image-based CF is clearly visible. 

            

a)                                                                     b) 

Fig. 2: CFs corresponding to given microstructure: a) Cut along the axis x; b) Cut along the axis y. 

The impact on the shape of random field is given by shape of particular eigenfunctions, which are 

depicted in Fig. 3. One can see the low oscillation of first eigenfunctions obtained from Gaussian and 

exponential CFs, while the image-based eigenfunctions clearly describe higher frequencies.  

 

Fig. 2: KL modes (M = 1, M = 2, M = 3, M = 4, M = 441) for given CFs. 

Finally, we computed the relative error of temperature fields defined as  

      
‖       

     
‖
       

‖    
     

‖
       

,  (7) 
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where    denotes the temperature field obtained using a given CF described by   modes,     
     

 denotes 

the temperature field obtained using image-based CF and all 441 modes, and    is the Euclidean norm 

computed over the spatial domain   and stochastic domain   discretized into 1000 randomly generated 

realisations of random variables     . The evolution of resulting errors is shown in Fig. 4 with 

remarkable divergence of errors obtained using Gaussian and exponential CFs. 

 
Fig. 3: Relative error of temperature. 

4. Conclusions  

In this contribution, we present different strategies for construction of random fields. A comparison of 

classical approach based on the analytical CFs and a novel methodology based on image analysis was 

shown to assess the quality and accuracy of obtained random fields. The whole concept was demonstrated 

on the stationary heat conduction problem with spatial random material parameters. 
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Abstract: It is well known, that simulation of crack propagation using the finite element method is dependent 

on mesh discretization. The contribution compares two approaches that are designed to reduce the mesh 

influence: (I) the crack band model and (II) the nonlocal model. These localization limiters are applied to 

simulate three-point-bent beam with and without notch. The model of the beam is made with several variants 

of mesh discretization differing in finite element size and inclination. Performance of both localization 

limiters is discussed. 

Keywords:  Quasi-brittle materials, Strain softening, Localization, Crack band model, Nonlocal model. 

1. Introduction 

Behaviour of quasi-brittle materials is usually represented in FEM software by material models with 

strain-softening. When using such a model, after reaching the tensile strength, strain continues to increase 

while stress decreases. In consequence, crack localizes into a band of width of one finite element and 

computed results become dependent on mesh discretization. There are several approaches that try to avoid 

such an unwanted behaviour. The most known are the Crack band model (Bažant & Oh, 1983) and 

Nonlocal model (Jirásek, 1998). Both approaches should theoretically ensure correct energy dissipation 

during the crack propagation and therefore also similar load-deflection response of FEM models 

irrespectively of chosen discretization. 

Desired independency is unfortunately hard to achieve in reality, especially when the crack is inclined 

from the mesh direction. This contribution shows performance of both localization limiters on simulation 

of three-point-bending test with and without central notch using several variant of mesh discretization. 

2. Model of the Beam 

The approaches are compared on a model of the three-point-bent beam. The beam dimensions are 

following: span s = 400 mm, total length l = 1.1×s = 440 mm, depth and thickness are both  

D = t = 100 mm. If notch is present, its depth is 1/3 of beam depth D.  

Three element meshes differing in density of the discretization were generated for each beam variant 

(with and without the notch). The element size was chosen as 10, 5 and 2.5 mm, respectively. Another 

three element meshes for each beam variant were made to study effect of inclined mesh, and were 

inclined by angle of 30, 45 and 60 degrees. The element size for the inclined meshes was 5 mm. Some of 

the meshes are shown in Fig. 1. 

The loading was done via prescribed deformation at two nodes above the beam center. The two nodes 

were necessary to ensure symmetric boundary condition. The total loading force F was measured as sum 

of forces at the loaded nodes, deflection d was taken as an average of vertical movement of two nodes at 

the bottom surface at the midspan. 
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Fig. 1: Examples of straight and inclined meshes with and without notch. 

Material parameters were chosen to represent behaviour of concrete in tension: Young’s modulus 

E = 30 GPa, tensile strength ft = 2.5 MPa, Poisson`s ratio ν = 0.18, linear strain-softening represented by 

isotropic damage variable. Self weight was omitted in this study. Equivalent stress was defined according 

to Mazars (1984) 

  ̅   √∑ 〈  〉
  

    (1) 

where    are principle strains and brackets 〈 〉 returns positive part of the argument inside. FEM analyses 

were computed in open-source program Oofem (Patzák & Bittnar, 2001). 

3. Demonstration of Discretization Density Effect 

To demonstrate the influence of localization, the first study was performed using local constitutive law 

with constant value of the final strain εf = 0.004, which is the strain that corresponds to fully opened 

crack. Fig. 2 you can see that the response is different for the different finite element discretization 

density. Load-deflection diagrams obtained from unnotched (notched) beam simulations are shown in 

gray (black) color, respectively. Both peak loads and descending parts of the diagrams are different for 

different mesh densities. Demand for more efficient model is obvious.  

4. Crack Band Model 

The first tested remedy is the crack band model developed by Bažant & Oh (1983). The crack band 

model does not actually eliminate the localization; it just helps us get rid of the localization influence on 

the results. The crack still propagates through the thin band of one layer of finite elements. The main idea 

is to ensure the constant value of energy dissipated in the unit of the area. This constant value is called 

fracture energy Gf [N/m
2
] and it is understood as a material parameter. The energy dissipated in one finite 

element must be equal to the fracture energy multiplied by the area of the finite element. The final strain 

in the constitutive law is not constant anymore and it is dependent on the fracture energy and the element 

width. For the linear softening, it can be calculated as 

   ̅   
    

    
, (2) 

 
Fig. 2: Dependency of local material model with constant final strain. 

353



 

 4 

 
Fig. 3: Crack band model applied on meshes differing in element size and inclination. 

where hb is the band width. When crack is aligned with mesh direction, the width can be taken as size of 

the finite elements. But the crack does not always propagate in the same direction as the finite elements 

are aligned. In such cases, the band width must be artificially estimated (Jirásek & Bauer, 2012). 

The crack band model was applied on the same three point bended beam with the same set of mesh 

geometries. In addition, the performance of the crack band model was verified on set of inclined mesh 

geometries. Fracture energy was chosen to correspond to constitutive law of the 10 mm element from 

Sec. 2; its value was 50 N/m
2
. The results are shown in Fig. 3, the left hand side shows load-deflection 

diagrams for various mesh densities, whereas the right hand side displays results on meshes with different 

inclination angle. 

Performance of the crack band model on aligned meshes is excellent; curves for different discretization 

densities almost coincide. Poorer results are obtained for inclined meshes, where calculation of the band 

width is not that simple. Peak load is not affected by the inclination at all. 

5. Nonlocal Model 

The nonlocal model does not allow the crack to localize into band of one element width. It enforces the 

crack to propagate through zone of constant width irrespectively of meshing. The constitutive law is not 

modified, it has constant final strain   . However, the nonlocal equivalent strain is used and it is 

computed as an average of equivalent strains using some weight function   . The weight function can be 

any function that decreases with increasing distance. Besides different type of weight functions, there are 

also nonlocal models that average other variable instead of equivalent strain, such as damage, stress, etc. 

In this contribution, nonlocal equivalent strain is considered; weight function was chosen bell shaped 

function according to 

   ( )  (   
   ⁄ ) , (3) 

where s is distance and R is range of the weight function. For any point outside of the range  

(s > R), the value of the weight function is considered as zero. The function needs to be normalized to 

ensure, that the sum of its values is equal to 1. The nonlocal equivalent strain is then calculated from 

  ̃( )  ∑   (  ) (̅  ) (4) 

where x is coordinate of the examined point and γi is coordinate of any point in the range of weight 

function 

The range R was chosen as 10 mm. The final strain in constitutive law in  ̃f = 0.002 was chosen to 

provide the response comparable with the crack band model results. We applied the nonlocal model on 

the same geometry as was done with the crack band model. The performance on the aligned meshes (left 

part of the Fig. 4) is worse than what we got with the crack band localization limiter. For inclined meshes, 

the results look more or less the same as those provided by the crack band model. For 60 degrees 

inclination angle, quite poor agreement is found. 
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Fig. 4: Nonlocal model applied on meshes differing in element size and inclination. 

 

Fig. 5: Crack patterns for Crack band (left) and Nonlocal model (right) for notched and unnotched beam 

with mesh inclined by 60 degrees. 

Besides the load-deflection curves, the crack path was compared as well. Fig. 5 displays damage variable 

at the end of the simulation. There are only shown central parts of the beams, the depth is not trimmed. 

Two figures in the right were computed using the nonlocal model, other two figures at the left by crack 

band model. Crack band allows the localization and the damaged band goes through only a few elements. 

The nonlocal model avoids such localization. In case of the crack band model and inclination angle  

60 degrees, the crack pattern is spuriously skewed along the mesh orientation. 

6. Conclusion 

Both approaches provide reduction of dependency of the results on the finite element size. When inclined 

mesh is used, independency of the response seems to be more efficiently provided by the nonlocal 

formulation, especially when considering the crack pattern. On the mesh with inclination angle of  

60 degrees, the crack spuriously propagates along the mesh orientation when using the crack band model. 
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Abstract: We work with the numerical solution of the turbulent compressible gas flow. We show the 

numerical simulation of the effect observed in the special vaneless stator-rotor system. The considered axis-

symmetrical problem is solved numerically. The system of the Reynolds-Averaged Navier-Stokes equations 

with the k-omega turbulent model is reformulated into the cylindrical coordinates. The finite volume method 

is used for the solution of the resulting system of equation in meridian planes. At the boundary, the classical 

Riemann problem is modified to yield physically relevant boundary conditions, with the aim to keep the 

conservation laws. Suggested procedures were programmed into the own software, and used on examples. 

The described method can be used for flow simulation in symmetrical channels of arbitrary apparatuses.  

Keywords: Turbulent Gas Flow, 3D RANS, Finite Volume Method, Axis-symmetrical Problems, 

Boundary Conditions. 

1. Introduction 

The aim of this contribution is to simulate the viscous compressible gas flow in the slot which is formed 

by the gap between two coaxial cones. The considered geometry is shown in Fig. 1. The inner cone here 

acts as a rotor, and outter cone is the stator. The gas enters this shaped channel with the essentially small 

tangential velocity, and exits with relatively high tangential velocity component. The resulting viscous 

stresses turn the rotor. In order to simulate this 3D nonstationary process we numerically solve the system 

of the Navier-Stokes equations for the turbulent flow. We assume the problem to be axis-symmetrical. 

Therefore we simplify the governing equations and compute 3D solution in the two-dimensional meridian 

plane. Numerical example of this approach is shown. In our simulation we consider the Reynolds- 

Averaged Navier-Stokes equations with the k-  model of turbulence, rewritten into the axis-symmetrical 

form. 

 

 

Fig. 1: 3D geometry shape, inner boundary rotates along the x- axis. 

                                                 
*  RNDr. Martin Kyncl, PhD.: VZLU Praha a.s., Beranových 130, 199 05 Prague, CZ, kyncl@vzlu.cz 
**  RNDr. Jaroslav Pelant, CSc.: VZLU Praha a.s., Beranových 130, 199 05 Prague, CZ, pelant@vzlu.cz 

356



 

 3 

2. The Formulation of the Equations 

For the symmetrical three dimensional flow we use the following system of the equations  
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Here p is the pressure,   the density, (u,v,w) is the average value vector of velocity: u is the velocity in 

the direction x, the components v, w are radial and circle velocities, x,y,z denote the cylindrical 

coordinates: y denote the radius, z the angle of rotation, and t the time. Further, k is the turbulent kinetic 

energy of flux components of the velocity,   is the specific turbulent dissipation, Pr is laminar and PrT is 

turbulent Prandtl constant number,   is the dynamic viscosity coefficient dependent on temperature, 

 /= kT  is the eddy-viscosity coefficient. In the energy equation, E denotes the total energy 

),(
2

1
= 222 wvukE    where 1)(/=  p  is the internal energy of a unit mass of the 

fluid where the constant 1> . Using the integral form of the system (1) we can study a flow with shock 

waves, too. In this work we assume the system (1) equipped with the k - two-equation turbulent model 

described in (Kok, 2000), and rewritten into the cylindrical coordinates in (Kyncl & Pelant, 2013). 
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3. Numerical Time Step Method 

For the discretization of the system (1) we used the finite volume method. The time interval of interest is 

devided using the set of partial time-steps (each of them restricted by the so-called CFL condition). The 

finite volume mesh is constructed as a polygonal approximation of the area studied. In this work we used 

the structured quadrilateral mesh. The system (1) is integrated over each element and time interval, the 

Green’s theorem is used to compose the finite volume formulation. In order to compute the piecewise 

constant approximation of the solution at each time instant (and each quadrilateral element) we must 

evaluate the state on the edges of each quadrilateral. We use the so-called Riemann solver for the inner 

edges. At the boundary edges we use boundary modifications of this initial-value problem. We applied 

analysis from (Kyncl & Pelant, 2006), Chapters 4.-8. for the inlet and outlet edges. For the edges 

corresponding to the wall surface we applied (Kyncl & Pelant, 2008), Chapter 2. The dual mesh was used 

for the approximation of the higher order terms. In order to achieve higher accuracy in space we used the 

higher-order scheme with the VAN ALBADA limiter. 

4. Examples 

The computation was made for geometry in Fig. 1, the aparatus is 0.17 m long. The gas flows from the 

left towards the right side. We simulated gas rotating at inlet around axis at 960 Rad. s
-1

. Inner boundary 

(refering to geometry shown in Fig. 1), representing the rotor, had the velocity fixed at 960 Rad. s
-1

. We 

chose T0 = 293 K, p0=105000 Pa at inlet (left in Figs. 1 and 2), average pressure p = 100000 Pa at the 

outlet (the right-hand side in Figs. 1 and 2). Mesh consisted of 88x44 quadrilaterals, 1.000.000 iterations 

were computed. 

Fig. 2: Turbulent flow, angular velocity, density, and entropy isolines shown at the outlet part, 2D cut, 

pressure isolines and velocity streamlines shown in 3D. 

Further test cases involve the increased rotor speed to 960 Rad. s
-1

, 1440 Rad. s
-1

, 1920 Rad. s
-1

, and the 

rotor with the slip (inviscid) surface. The aim of these computations was to compare the kinetic energy of 

the surface velocity component of the gas in the vicinity of the rotor. The Fig. 3 shows the comparison of 

this restricted part of the kinetic energy ,5.0= 2wEk  where w is the surface (rotational) component of 

the velocity.  
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Fig. 3: Computational results for the selected cases with the slip rotor (ES), and the rotor with angular 

velocities 0 Rad. s
-1

 (0x), 960 Rad.s
-1

 (1x) 1440Rad. s
-1

 (1.5x), 1920 Rad. s
-1

 (2x). Horizontal axis is the  

x- axis, the vertical axis shows the rotational component of the kinetic energy 
25.0= wEk  . The bottom 

picture shows the difference of this energy Ek and the energy Ek in the case of the slip rotor.  

5. Conclusions 

We presented the numerical method suitable for solving the 3D Navier-Stokes equations with k  

turbulence model for axis-symmetrical flow in two-dimensional meridian plane. The turbulent closure 

equations were transformed into the cylindrical coordinates. The originality of this result lies also in the 

use of the modified Riemann problem for the construction of the boundary conditions. Described method 

can be used for the flow simulation in symmetrical channels of arbitrary apparatuses. The presented 

example shows the flow through the real gas turbine with the simple design (without any blades). The 

shown method can be used for the further optimization of such aparatuses.  
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Abstract: In this paper electropneumatic with closed kinematic chain, three degrees of freedom with 

pneumatic actuators muscle delta type manipulator is presented. The paper presents the components and 

design of proposed control system with the results. 
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1. Introduction 

The need for rehabilitation of persons with disabilities requires the involvement of substantial resources 

as well as highly qualified personnel. The main objective of the robot design was to create construction 

with corresponding to human limbs movements. It was assumed that the structure will be characterized by 

a gentle start and stop, and high overload (Takosoglu et al., 2012). Moreover, the design should have a 

low weight. The proposed construction delta type robot with closed kinematic chain is usually driven by 

electric rotary actuator. The authors have proposed replacing the rotary drives by the pairs of pneumatic 

muscles working alternately. Pneumatic artificial muscles are characterized by considerable dynamics and 

at the same time allow you to perform gentle movements. The work of robot relies on the introduction by 

a qualified person (physiotherapist) selected movement trajectory and play repeatedly with the specified 

parameters by a person who is rehabilitated. The relatively low cost of implementation of the parallel 

manipulator based on the pneumatic muscle actuators allow for its use in the home. 

The manipulator constructed in accordance with a delta structure includes a movable platform connected 

to the fixed base by three kinematic chains acting simultaneously. Each chain includes rotary drive 

actuated by a combination of a pair of pneumatic muscles acting antagonistic. The ends of the muscles 

were connected with the fixed base. To pass movement to the working platform are used three 

parallelograms ended by spherical joints. Single kinematic chain of 3-RSS manipulator contains the 

rotary type joints (R) and spherical type joints (S). 

2. Inverse and Forward Kinematics 

To control the robot in real time is necessary to solve the tasks of simple and inverse kinematics. 

Determination of the current position and orientation of the robot working platform is based on the 

measurement of angular displacement of arm and feedback in the control system while driving (Laski & 

Dindorf, 2007). Fig. 1. shows a diagram of a robot with visible local coordinate systems necessary to 

solve the tasks of kinematics. 

For considered manipulator kinematics equations requires a designation of parameters according to the 

notation of DH (Denavit-Hartenberg) for working platform and arms. Tab. 1 includes the kinematic 

parameters of the work platform, while the Tab. 2 contains the parameters for the manipulator arm. 
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Fig. 1: Kinematic diagram of the delta type manipulator. 

Tab. 1: DH parameters for the working platform. 

Coordinate system , izRot   , iz dTrans  , ix aTrans  , ixRot   

,1iP  
i  0 r  0 

Tab. 2: DH parameters for the next arms i-te; 1,2,3i  . 

Coordinate system , izRot   , iz dTrans  , ix aTrans  , ixRot   

,1iR  
i  H  R  

2


 

,2iR  ,1i  0 1l  0
 

,3iR  2,1  0
 

0 
2


 

,4iR
 3,1

 
0 2l  0 

To solve the equations of kinematics (0.1) and (0.2) were used numerical procedure based on the Newton-

Raphson method for nonlinear equations using Gaussian elimination. Platform joint i – ty (i = 1, 2, 3) 
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Dimensions: 

 
1 2,l l - arm lengths, 

 R - the radius of the circle on which are arranged arms, 

 1 2 30 ; 120 ; 240o o o      - angles of the distribution of arms on a circle, 

l1

P , P , P ,x y z

r

x ,y0 0 ,z 0

R

y

x

z

Pi,1

Ri,1

Ri,2

Ri,3

Ri,4

l2
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 r - radius of the circle on which joints of platform are distributed, 

 1 2 30 ; 120 ; 240o o o     - angles of joints of platform placed on the circle. 

2.1. Workspace analysis 

One of the most important traits of robots is the range and shape of the workspace. Fig. 2 shows the space 

of designed delta type robot. In comparison to the open-chain robot kinematic with similar geometric 

dimensions the workspaces are much smaller. 

 

Fig. 2: Working space of delta type manipulator. 

           

Fig. 3: Solid model of parallel delta type manipulator: 1 - working platform, 2 – upper platform,  

3 - active arms, 4 – passive arms, 5 – muscles drive, 6 – revolution joints, 7 - angular position sensors, 

8,9 – ball joints, 10 – base, 11 – support column. 

2.2. The construction of delta type manipulator 

In most delta type robots, rotary drive motors are mounted on the fixed base. Because the delta robot 

drives perform only limited moves with a certain angular range the drives were replaced by pneumatic 

muscles. In order to obtain angular movements of the joint muscles were paired to work alternately 

(antagonistic). Calling the rotational movement is a result of interaction of the two muscles on lever 

which is change progressive movement to the rotational. In order to obtain the movement one of the 

muscle is shrinking while the opposite relaxes and vice versa just as it is in human hand movements for 

the biceps and triceps muscles. Actuators of the robot arm transmit movement to the work platform via 

passive arms made of rods and ball joints connecting them (Krzysztofik & Koruba, 2012). The use of a 
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ball joint kinematic chain causes the passive arms carry rods transmits only the tensile and compressive 

loading preferable from the viewpoint of strength of materials. This kinematic structure has a small mass 

resulting in significant dynamic robot (Laski et al., 2010). The main drive robot arms are made of 

aluminum. Passive arms are made of carbon fiber and the work platform is made of polyamide by SLS 

rapid prototyping technology. Used ball joints are also made of plastic with a small weight. Fig. 3 shows 

the solid model and the prototype of robot (Laski et al., 2009). To control the muscles pneumatic six ultra 

high-speed proportional pressure valves controlled by piezoelectric actuator were used (Takosoglu, 

Dindorf & Laski, 2009). Since the pneumatic muscles are nonlinear objects, control of each muscles is 

realized by PID controllers (Takosoglu et al., 2010). PID tuning was carried out using the method of 

Ziegler-Nichols (Cedro, 2013). A single muscle is controlled using a Hoerbiger proportional pressure 

valve, which is activated by voltage between 0-10V (tecno plus model). The control system and kinematic 

models have been implemented in Matlab / Simulink environment. The system designed constitutes an 

integrated environment for designing mechatronic systems, motion control, power electronics and signal 

conversion. xPC Target with the Education Real-Time Target Machine is a ready-to-use platform with 

embedded A/D and D/A cards. It is possible to control, tune and alter the parameters of the designed 

compensation-measurement system directly from Simulink in real time while the system is operating. All 

available functions of pneumatic valve terminal operate in real time (Blasiak et al., 2013). In the 

literature, there is no delta type pneumatic muslce robot solution. At this stage of construction it is 

difficult to compare the efficiency of the manipulator with the other structures of this type but with a 

different drive. 

3. Conclusions 

The paper presents the parallel delta type manipulator with the pneumatic muscle actuators. Structure 

with a description of the geometrical shape of the workspace is showed. Experimental studies have 

confirmed the assumption that the manipulator is characterized by high dynamics, soft start and stop, 

Robots of this construction can be used in medical rehabilitation processes of lower limb injuries and also 

in packaging processes, palletizing installation. In a further stage of construction the authors will 

performs experimental studies of positioning accuracy under different load mass of manipulator for 

classical and intelligent controllers.  
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Abstract: Full-profile tunnelling with TBM enables to monitor the excavation process data, serving for 

further investigation of rock cutting mechanism. The monitored data provides calculation of the specific 

cutting energy, the contact stress of the disc cutter acting on rock surface in the instant of rock 

disintegration, which defines the rock compressive strength, or other useful variables. The paper discusses 

the relation of such calculated rock strength and specific energy in the dynamic process of rock excavation in 

natural conditions of rock formation. Process dynamics was described by first order linear differential 

equation with constant coefficients.  

Keywords: Mechanized tunnelling, Rock mass, Dynamics of rock cutting. 

1. Introduction 

Excavation of highway tunnels in Slovakia delivered the deployment of TBM technology. The tunnelling 

machines were installed with monitoring systems that were recording the data on tunnelling process 

variables, which were later confronted with the engineering-geological prospecting information. Large 

databases of acquired data were used for the investigation of the rock cutting mechanism of TBM 

excavation in the in-situ conditions. TBM tunnelling involves an interesting feature - the dynamics of the 

interaction of disc cutters with the rock on the excavated tunnel face. The synergy of disc operation is 

determined by the TBM’s cutterhead structure, by the wear condition of the individual disc cutter contact 

surface, and by the applied regime of TBM operation. All of these parameters affect the excavation 

effectiveness in the present geological formation.   

2. Theoretical Background  

TBM excavation is delivered by the simultaneous action of disc cutters installed on the TBM cutterhead. 

During their operation, the intervals of alternated loading and relieving of the rock under the pressing disc 

cutter induce the increase of rock stress, which, after crossing the rock strength limit, causes chipping of 

rock from the compact rock mass. The mechanism of rock chipping is characterized by the crushing of 

rock under the disc cutter. The size of rock chips is limited by the distance or span of the neighbouring 

disc cutters’ tracks and by the disc penetration depth. Such mechanism uses the tensile and shear stresses, 

making the rock chipping a less energy-consuming mechanism, as the rock shear and tensile strength is 

lower than the rock compressive strength.  

When speaking about the energy-consumption of the rock cutting/excavation process, the issue is 

described as the specific energy SE, expressed by the formula 

     
          

      
                               (1) 
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where n [s
-1

] – revolutions of the TBM cutterhead, Mk [kNm] – torque of TBM cutterhead, and v [mm.s
-1

] 

– advance rate of TBM cutterhead. Revolutions, torque and advance rate represent the regime variables 

affected by the applied thrust force F [kN] acting on the tunel face. S [m
2
] is the face area and it is a 

constant parameter for the respective TBM. 

Specific cutting energy has become a universal parameter for the assessment of total energy demand in a 

rock cutting process during previous years, (Bilgin et al., 2006). SE is commonly used for the 

quantification of the cutting process, as it determines the size of strength and deformation in the moment 

of rock breaking. It is a parameter that can be determined in real time from the data recording of the 

cutting process by TBM. There is a correlation SE to the mechanical properties of the rock mass. In case 

of rock cutting regime with minimum SE, there is a relationship between the specific cutting energy and 

the rock strength characteristics.    

Specific energy of rock cutting by a normal pressure SET is determined by the rock compressive strength, 

as described in the following equation  

     
 

 
 

 

 

  

  

 

 
 

 

 
                    (2) 

where E [MJ] is the energy necessary for rock cutting under pressure, V [m
3
] is the volume of cut rock, 

the ratio FN/SN represents the contact pressure of the disc cutter pressing on rock in the instant of rock 

chipping, i.e. contact stress in the direction of normal force FN and h is the penetration depth of disc cutter 

in the rock.  

Theoretically, the graphic interpretation of the relation SET = f() is given by the line (Fig. 1). The real 

conditions however involve the partial action of shear and tensile stresses.   

 

 

 

 

 

 

Fig. 1: Relation of specific energy and stress of rock cutting. 

3. Data Processing Method 

First order linear differential equation with constant coefficients and non-zero right-hand side was used 

for the modelling of the dependence curve of specific energy on calculated rock strength  or the specific 

energy SET in the following form 

     (    
 
 )                                             (3) 

where the parameter k expresses the maximum value of specific energy for the selected dataset and 

parameter T determines the value of rock compressive strength with the SET value equal to maximum SE 

(as in Fig. 1). 

The rock cutting effectiveness assessment implies from the assumption that the less energy-consuming 

cutting is defined by a lower k-value and higher T-value. If k=T, the tg of the line SET = f() equals 1, 

i.e. 45°. 

4. Results and Analysis 

The initial database for analysis comprised monitored data from excavation of the exploratory tunnel 

Branisko. Rock mass of the tunnel was classified by engineering-geological survey into the quasi-

homogeneous geological sections according to the dominant rock type occurring in the respective section, 

(Bohyník, 1998). The paper describes analysis of the geological sections from GC5 to GC27, with the 

sequence of paleogene rocks, transiting to crystalline rocks through significantly mylonitized zones 
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further to the compact amphibolite formation. Five rock types (RT) were identified in the sections 5-27: 

mylonites (Kmy), biotitic gneisses (Rbp), amphibolic gneisses (Rab), granitoids (G) and prevailing 

amphibolites (A). Table 1 shows mean values of individual parameters for geological sections 5-27:  

GC – geological section; L – chainage; L – section length; k – calculated parameter expressing 

maximum SE; T – rock mass strength value with SET equal to maximum SE;  - calculated modelled 

rock compressive strength, SRH – compressive strength derived from Schmidt rebound hammer test by 

engineering-geological survey; PLT – compressive strength rebound hardness  and PLT – rock strength 

derived from point load test by engineering-geological survey; α - angle of SET line. The table also 

contains mean values of monitored regime parameters in respective section: SE – specific energy;  

F – thrust force of cutterhead; Mk – torque of cutterhead; h – calculated penetration depth. 

Tab. 1: Mean monitored and calculated values of excavation parameters 

 from Branisko exploratory tunnel. 

GC L 

[m] 

L 

[m] 

k 

[-] 

T 

[-] 

 

[MPa] 

SRH 

[MPa] 

PLT 

[MPa] 

 

[°] 

SE 

[MJm-3] 

F 

[kN] 

Mk 

[kNm] 

h 

[mm] 

RT 

GC5 226 70 30 52.5 127 101 107 31 26 1410 116 3.38 G 

GC6 297 49 27.5 39 48 41 62 35 18 1015 112 3.38 Rbp 

GC7 345 64 35 39.5 66 50 69 42 23 1200 118 3.85 Rbp 

GC8 453 26 36 38.5 75 53 75 43 26 1305 121 3.51 Rab 

GC9 493 34 40.5 58 83 68 90 35 26 1337 113 3.26 Rab 

GC10 527 14 31 29.5 20 6 35 46 12 592 75 5.15 Kmy 

GC11 541 49 50 68.5 90 62 96 36 27 1279 104 3.05 A 

GC12 590 62 33.5 38 63 62 96 41 22 1001 85 3.02 A 

GC13 652 29 58,5 83 52 43 65 35 20 1060 104 4.21 Kmy 

GC14 680 39 48 65.5 83 81 114 36 29 1461 125 3.29 A 

GC15 720 51 47.5 66.5 108 75 116 36 33 1617 116 2.73 A 

GC16 770 80 40 44 83 62 72 42 32 1473 116 2.80 A 

GC17 851 67 41 40.5 93 81 114 45 33 1459 126 2.91 A 

GC18 917 30 40.5 37 62 40 55 48 33 1440 123 2.95 A 

GC19 947 43 51.5 55.5 119 87 88 43 42 1645 120 2.19 A 

GC20 1033 20 47.5 38.5 78 56 57 51 36 1376 123 2.74 Kmy 

GC21 1053 18 54 56.5 55 77 70 44 32 1089 110 2.55 A 

GC22 1071 37 56 56.5 66 46 77 45 37 961 11 2.20 A 

GC23 1109 48 44.5 43 118 70 81 46 38 1255 112 2.00 A 

GC24 1193 34 57 88 147 98 136 33 44 1917 128 2.24 A 

GC25 1242 1 57 88 84 54 78 33 32 1506 115 2.59 A 

GC26 1274 21 48.5 54.5 147 92 140 42 44 2072 130 2.17 A 

GC27 1295 4 44 41 141 105 129 47 42 2083 133 2.30 A 

Torque Mk, which is affected by size of the tangential force Ft, is a determining variable for calculation of 

specific energy SE according to the Eq. (1). Calculation of the specific energy of rock disintegration 

under pressure load SET involves the applied thrust force F as a determining variable (F = FN.N, where N-

number of disc cutters on TBM cutterhead; FN – normal force of individual disc cutter). There is a non-

linear relation between the variables Ft and FN, which is transformed into the relation of specific energy 

on rock strength SE = f() and defined by the Eq.(3). 

All the above-mentioned factors affect the resulting values of searched parameters k and T by various 

shares. The values of specific energy and measured rock strength change dynamically according to the 

instant condition of the regime parameters (thrust force, torque and penetration depth).  
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The value of the applied thrust force has risen with sequential advance to the middle of the excavated 

tunnel due to preserving the effective disc penetration depth. The sections with higher thrust force show 

also higher values of SE (Fig. 2). Such results provided graphic identification of unfavourable excavation 

regime in the geological sections 20 – 23, which resulted in emergent changes of worn disc cutters. This 

section long 123 m required 25 discs changes. 

 
Fig. 2: Relation of specific energy on thrust force. 

Averaged values of k and T for different rock formations (G, Rab, Rbp, Kmy, A) are presented in Tab. 2 

and the relations of specific energy to rock strength are shown in the Fig. 3. 

Fig. 3: Graphic interpretation of the Eq.3 for rock formations: G – granitoids, Rbp - biotitic gneisses,  

Rab - amphibolic gneisses, Kmy - mylonites, A - amphibolites. 

The most energy-convenient excavation occurred in granitoids, the most unfavourable situation was 

during the excavation in amphibolic gneisses.  

5. Conclusions 

Obtained results confirmed the validity of theoretical assumptions on energy interpretation of rock 

strength. Even the TBM tunnelling process involves a number of affecting factors, the presented method 

provided visual identification of differences in energy consumption of the excavation in different rock 

types in the in-situ conditions.  
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Abstract: This paper deals with dynamic analysis of straightening machine loading during straightening 

process. During it, a crooked bar passing through the machine and the rollers and holders are subjected to 

the dynamic loadings. The roller’s moment amplitudes depend, among others, on straightening speed, size of 

the bar curvature, bar’s diameter, and on friction between the bar and the rollers. The loading is time-

varying and knowledge of the frequencies of the moment is important; it can be used for verification of the 

numerical simulation or for the straightening machine design. Machine operation close to resonance state 

can cause excessive vibration which can subsequently cause noise and adversely affect the life of the 

machine and also straightening accuracy. This paper is aimed to analyze frequency spectra of the moments, 

which are obtained from the computational simulation and find the possible causes of vibration. Although, 

the straightening process is complex, it was possible to identify three main causes of vibration which are 

presented as the results of this paper.  

Keywords: Spectrogram, Dynamic Loading, Straightening Machine, Straightening Simulation. 

1. Introduction 

The straitening machine, analyzed in this paper, is intended for a straightening of crooked cylindrical 

bars. The machine’s configuration is schematically shown in Fig. 1. The scheme consists of seven 

parabolic rollers in two sizes. Two of them (number 1 and 2) are driven by electromotor. An important 

element of the design of the machine is that the rollers axes are inclined relative to the straightened bar by 

angle of 26°. This angle ensures that the rollers circumferential velocity is decomposed into the 

circumferential (rotation) and axial direction (translation) of the bar. Rollers 1, 2 and 7 have diameter of 

580 mm and rollers 3, 4, 5 and 6 have diameter of 370 mm. The bar has diameter of 200 mm. More 

details of the machine construction and operation conditions can be found in Skalka & Sobotka (2014). 

The numerical simulation of the straightening process is performed and described in detail in 

Skalka & Sobotka (2014). Their work is focused on the loading of the straightening machine in terms of 

maximum moments during the simulated process. The bar passing speed is controlled by angular velocity 

of the roller 1 and 2. The friction is 

considered between the bar and the 

rollers. The simulation is done for two 

cases of friction coefficient – 0.1 and 

0.2. The history of drive moments 

(Md1 and Md2 in Fig. 1) and moments 

Mf1 through Mf7 in Fig. 1 is recorded. 

This paper extends the work of Skalka 

& Sobotka (2014) by the analysis of 

frequency spectra of the moments 

records. Detailed analyses of shape 

deviations after bar straightening is 

described in Fuis (2014), which is 

based on Fuis et al. (2009 and 2011). 
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Fig. 1: Schematic layout of the straightening machine. 
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2. Visualization of the Time-Varying Frequency Spectra 

The moments, obtained from simulation, are in the time domain (Fig. 2). The plots can be useful for 

determination of maximum moments during straightening process; however, information about 

frequencies is not clear from them. 

 

Fig. 2: Time record of the moments for the friction coefficient 0.1 (left) and 0.2 (right). 

    

Fig. 3: Spectrogram of the moment Mf3 for the friction coefficient 0.1 (left) and 0.2 (right). 

    

Fig. 4: Spectrogram of the moment Mf1 for the friction coefficient 0.1 (left) and 0.2 (right). 

    

Fig. 5: Spectrogram of the moment Mf7 for the friction coefficient 0.1 (left) and 0.2 (right). 
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The spectrogram is one of the best way how to display the frequency spectra of the time-varying signal 

(more about spectrograms could be found e.g. in Mertins (1999)). They show how the amplitudes and 

frequencies are changing over the time. The spectrogram of each moment record is computed and some 

results are shown in Figs. 3, 4 and 5. The horizontal axis represents time, on vertical one is for frequency. 

Amplitudes of vibration are marked by colors - dark blue stands for zero amplitude, dark red for highest 

amplitude in the spectrum.  

Based on the time it is possible to determine the bar position in the straightening machine. Some of the 

significant time points are shown in Fig. 6. The position of the bar in the straightening machine is related 

to the spectrograms and also to causes of vibrations.  

 

 

 

 

 

 

 

 

Fig. 6: Bar position in the specific time points. 

3. Analysis of the Frequency Spectra 

When the bar passes through straightening rollers, the excitation of rollers occurs due to inertia and 

rotational motion. The most significant vibrations are observed at the free end of crooked side. The 

displacements are so large that the bar impacts into the guide ring from Fig. 1. The friction coefficient 

between the bar and rollers has also impact on the frequency spectra.  

Three regions of significant amplitudes can be observed in the spectrograms. Regions are highlighted in 

Fig. 7 and labeled as region A, B and C. Each of these regions is related to one cause of vibration. 

 

Fig. 7: Significant regions in the figure. 

3.1. Region A - Rotation of the bar 

The frequencies in the region A are excited by the rotation of the crooked bar. Its curvature causes that 

the vibrations are transferred into the rollers per each rotation. The frequencies are dependent on 

inclination rollers axes, their diameters and rollers angular velocity.  
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3.2. Region B – Natural frequencies of the bar 

The numerical simulation shows that the maximum displacement’s amplitudes of the free end of the bar 

are so large that the bar hits the guide ring sometimes. It yields to an excitation of a free response 

vibration. Then, frequencies in this area are given by natural frequencies of the straightened bar. As the 

bar free end becomes shorter in the straightening process also the natural frequencies increase. Evidence 

of this fact is given in Fig. 8.  

 
Fig. 8: Dependence of the natural frequencies on the bar length. 

This figure indicates an exponential rising trend in the first three natural frequencies of one-side fixed bar 

for the varying bar length. The same trend can be observed in the spectrograms (mainly in Figs. 3 and 4). 

3.3. Region C – Slips of the bar 

The simulation shows that the frequencies of the region C are related to modal properties of the bar 

section, which links rollers 1 and 2.These two rollers are driven. Due to the vibration of bar on the roller 1 

there is a slight speed phasing of the bar between the cylinders. This difference is compensated by the bar 

slips on the one of the rollers. Frequencies in the region C correspond to the natural frequencies of the bar 

with a length equal to the roller’s pitch. 

In addition to the three regions, there can be observed the frequencies in the spectrograms without 

obvious dependence on the known circumstances. But since the straightening process is complex, full of 

nonlinear phenomena, then other minor excitation actions can occur. 

4. Conclusion 

This paper was focused on the dynamic analysis of the moments obtained by the numerical simulation of 

the straightening process. The spectrograms were calculated and areas with significant moment 

amplitudes were found. These areas were examined in details and the specific causes of excitation were 

identified. Knowledge of these characteristics can help to prevent undesirable vibrations of the machine 

already in the design stage. 
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Abstract: Behaviour of shear connection between steel and concrete parts of steel and concrete composite 

truss bridges from elastic phase up to plastic collapse is presented. The primary interest concerns the elastic 

and elastic-plastic distribution of longitudinal shear flow along the connection corresponding to design level 

of bridge loading. Results of 3D materially non-linear analysis using ANSYS software package is 

demonstrated together with approximate 2D elastic frame modelling of the shear connection used by 

designers. Results of both models are mutually compared and confronted with provisions of Eurocode 4 for 

composite bridges. The non-uniform distribution of the longitudinal shear required for design of shear 

connection of composite steel and concrete bridges (in both ultimate limit state including fatigue and 

serviceability limit state) significantly depends on rigidities of the shear connection, steel/concrete parts and 

concentration of the shear connectors above truss nodes. The most important results from parametric studies 

are presented and recommendations for practical design suggested. 

Keywords:  Steel and concrete composite, Truss girder, Longitudinal shear, Shear connection. 

1. Introduction 

Composite steel and concrete trusses are used both in buildings as primary or secondary beams and in 

bridge structures. In ninetieth the comprehensive research (Skidmore et al., 1992) resulted in design 

recommendations showing wide range of design aspects. In accordance with these recommendations the 

plastic design can be performed correspondingly to the one of a common plate girder, including the 

design of a steel-concrete shear connection, provided the shear connectors are ductile. 

The elastic design however, is necessary for class 3 and 4 cross sections, rigid shear connectors and 

generally in bridges (in both ultimate and serviceability limit states). In consequence the highly non-

uniform distribution of longitudinal shear along steel truss/concrete slab interface caused by transmitting 

truss node forces into the concrete slab needs to be taken into account. Local effects of the concentrated 

longitudinal force introduced into concrete slab of a composite continuous girder due to prestressing were 

investigated by Johnson & Ivanov (2001) and introduced into Eurocode 4 for bridges (Johnson, 1997). 

Designers of bridges commonly use shear (vertical) force to calculate longitudinal shear, to which 

roughly add local effects due to differences of chord forces in truss nodes along estimated length. The 

detailed experimental and theoretical analysis of composite trusses behaviour both in elastic and plastic 

region was presented by Machacek & Cudejko (2009). The numerical model using ANSYS software and 

described briefly below proved to correspond excellently with the tests results. 

In this paper the distribution of the shear flow along concrete-steel interface of composite truss bridge 

girders is analysed by 3D nonlinear analysis (MNA) using ANSYS software and simplified 2D elastic 

analysis (LA) by SCIA Engineer software. Results of vast parametric studies are shown and discussed. 

2. Theoretical Analysis (3D MNA and 2D LA) 

Several real bridges were studied, e.g. in city of Pilsen, Fig. 1. First the 3D MNA (materially non-linear 

analysis) using ANSYS software was applied, Fig. 1. The 3D reinforced concrete elements (SOLID65) 
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were used for concrete slab, while beam (BEAM24) and shell (SHELL43) elements for steel parts of the 

truss. Shear connection using the load-slip stud connector diagram given by Oehlers & Coughlan (1986) 

was modelled by non-linear springs (COMBIN39) located at a suitable spot between the anticipated shear 

connector and concrete slab (no uplift effects were considered, see Machacek & Cudejko (2009) for more 

details). The model was applied to experimental trusses employing real steel and concrete properties and 

load-slip diagram of used shear connector. Both numerical and experimental central deflections and slips 

between steel truss and concrete parts were nearly identical and therefore the model may be considered as 

a benchmark for other models. 
 

 

L/2 = 63 000/2 = 31 500

7545

323

1600

3100
1600

7229

steel: S355
concrete: C25/30

 

Fig. 1: View of the composite railway bridge and basic data. 

For uniformly distributed loading and uniformly distributed shear connectors (headed studs of 19 mm dia, 

ultimate strength fu = 450 MPa, located in 4 parallel rows and longitudinally in distance of 400 mm) the 

distribution of shear forces per connector is shown in Fig. 2 (left). After commencing plasticity in the 

bottom chord of the truss (approx. loading q = 270 kN/m) and following plastification of shear connectors 

(at approx. 82 kN) a rapid plastic shear flow redistribution yields into truss collapse at q = 325 kN/m. 
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Fig. 2: Shear forces per connector and load-slip diagram of one stud. 

Due to rather demanding 3D MNA another study using simplified elastic 2D LA with help of SCIA 

Engineer common frame software modelling shear connection as short cantilevers between steel truss and 

concrete slab was performed, which is considered convenient for bridge shear connection design. Only 

first linear parts of the relationships for both steel and concrete (Young’s modulus E, Ecm) and linear 

substitution representing 4 studs at parallel position in accordance with first branch of diagram in Fig. 2 

(right) were employed. The shear connectors were modelled as cantilevers of due stiffness sticking out 

from steel flange axis and pin connected at mid-plane of concrete slab represented by a concrete strut 

(neglecting slab tension zone) see Fig. 3 (left). Such approach relates to study of longitudinal shear only. 

 

305
concrete slab

member representing concrete slab

steel flange

member representing steel chord
in compression chord axis

DD

 
 

 

Fig. 3: Left: 2D model of shear connection. Right: Arrangement of studs in parametric study (Chapter 3). 

Comparison of shear forces per connector resulting from simplified 2D LA under loading 200 kN/m 

(which is near to design bridge loading) and non-linear 3D MNA is shown in Fig. 4 (left). The simplified 

analysis reasonably imitates the ANSYS analysis, while conservativeness (higher values in shear peaks) 

of simplified elastic solution is obvious. Nevertheless, the simplified analysis seems to be appropriate for 
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both practical design and parametrical studies. Eurocode 4 (EN 1994-2) distribution of the shear flow for 

loading 200 kN/m is also shown for both non-ductile shear connectors (inclined, trapezoidal distribution) 

and ductile ones (rectangular distribution) in Fig. 4 (right). Enormous conservativeness of the Eurocode is 

evident. Eurocode approach is based on brilliant 3D elastic studies by Johnson & Ivanov (2001), but 

apparently after abnormal simplification. 
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Fig. 4: Left: Shear forces per connector from 2D LA and 3D GMNA, loading 200 kN/m. 

Right: Comparison of shear flow from both analyses with Eurocode 4, loading 200 kN/m. 

3. Parametrical Studies 

Detailed parametrical studies in simplified 2D LA were performed for various real bridge structures. Here 

only those concerning railway bridge shown in Fig. 5 are presented to show the fundamental significance 

of relevant parameters. Arrangement of shear connectors placed on upper truss chord is shown in Fig. 3 

right). Load-slip relationship of welded studs with characteristic/design strength P = 81.6/65.3 kN was 

linearized up to 48.9 kN. 

 

Fig. 5: Layout of the bridge. 

This study deals with bridge loading LM71 in central position according to Fig. 6 (left) only, i.e. under 

unpropped construction and without supplemental dead loadings. Distribution of the shear flow (instead 

of shear force per connector) for various number of parallel studs uniformly distributed at 200 mm 

spacing is shown in Fig. 6 (right). 
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Fig. 6: Left: Relevant design Eurocode bridge loading LM71. 

Right: Influence of shear connection stiffness (number of parallel studs). 

The actual shear forces per one stud arranged as Type A (Fig. 3, right) depending on stiffness  of the 

upper steel chord (second moment of area and corresponding area) and effective width of the concrete 

slab (initially 3375 x 300 mm) which were rearranged into half or doubled are shown in Fig. 7. In practice 

the shear peaks are covered by concentrated shear connectors. The densification necessary for successful 

design of shear connection produces considerable redistribution of the shear flow and attracts the shear 

flow to concentrated (more rigid) areas. Design of an optimum densification requires an iteration process. 
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Fig. 7: Left: Influence of stiffness of the upper steel chord. Right: Influence of the slab effective width. 

An example of shear forces per one stud, where initial 5 parallel studs in uniform 200 mm distance were 

densified above the first and second node, is shown in Fig. 8 (left). The concentration of studs within one 

quarter of node distances (proved to be optimal and marked as densified areas) corresponds to initial 

ratios of respective shear forces above the first and second node to the force at the third node (2.44 or 

1.64, respectively). Obviously the redistribution is not fully optimal and need the second iteration. Other 

studies were focused on creep and temperature effects. E.g. creep effects on shear forces per connector for 

uniform supplemental dead loading 94.05 kN/m are illustrated in Fig. 8 (right). 
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Fig. 8: Left: Shear forces due to densification of studs above the first two truss nodes. 

Right: Influence of concrete modulus of elasticity (5 parallel studs 19/150, 200 mm spacing). 

4. Conclusions 

Proposed 2D LA model proved to be an efficient tool for parametric studies and correct design practice. 

The studies point to following results: The longitudinal shear peaks are more distinct for higher stiffness 

of the shear connection, less stiff steel chord and wider/thicker concrete slab. Optimum densification of 

shear connectors within a quarter of node distances is recommended and requires an iteration process. 

Effects of temperature and creep are similar as in common plated composite steel and concrete bridges. 
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Abstract: Determination of composite mechanical behavior is one of important part during the composite 

tailoring. The aim of the present work was to estimate a micro-crack behavior in a polymer particulate 

composite. The composite was investigated by means of the finite element method - using ANSYS software. A 

two-dimensional three-phase finite element model was developed to analyze the crack growth behavior. The 

assumptions of the linear elastic fracture mechanics were considered and the Maximum Tangential Stress 

(MTS) criterion was used to predict the direction of the crack propagation. The effect of the elastic modulus 

of the interphase on the micro-crack propagation was investigated. The properties of matrix and particles 

were taken from experiment. It was shown that the interphase properties influence the stress intensity factor 

KI as well as the micro-crack paths. The results of this paper can contribute to a better understanding of the 

micro-crack propagation in particulate composites with respect to the interphase. 

Keywords:  Polymer Composite, Fracture Mechanics, Interphase, Finite Element Method. 

1. Introduction 

Generally, composites are vastly used in many engineering applications. The main advantage of 

composites is that mechanical properties can be adapted according to the needs of individual applications. 

There are many different types of composite materials. One of them is particulate composites, especially 

the composite with rigid particles and soft matrix, where the particles are used to reinforce the material 

properties of the matrix. The mechanical behavior of the composite depends on many factors which are 

associated with particles size, matrix properties, volume filler fraction, etc. (Demjen et al., 1998; Park et 

al., 2004; Majer et al., 2013). The polymer particulate composites are studied by many authors 

experimentally (Muratoglu et al., 1995), analytically (Pal, 2005) as well as numerically (Majer et al., 

2012). The analytical description of these structures is relatively complicated and the experiments are 

expensive and time consuming. On the other hand, the numerical approach is easily accessible and could 

solve many issues in a very short time. Of course, the numerical results should be compared with 

experimental data (observation) to confirmation. 

During the production of the polymer composites the rigid mineral particles are added to the soft polymer 

matrix. In addition, the mineral particles are usually chemically treated on surface by stearic acid to better 

dispersion in matrix. This process causes creation of the third phase of the matrix-particle interface, 

generally called “interphase” (Fu et al., 2008; Kozak et al., 2004). The interphase is a region of a few up 

to a few hundred nanometers in size. In fact, the interphase controls the adhesion between the matrix and 

the fillers. The interphase can affect the behavior of the polymer particulate composites. An estimation of 

interphase properties is not simple due to size of interphase. The properties can be estimated indirectly but 

the results are significantly dependent on the method of determination (Mesbah et al., 2009). In the paper 

(Moczo et al., 2002) the interphase thickness was correlated with the work of adhesion and for the 

polypropylene particulate composite the interphase thickness t of 100 nm was determined. 

The aim of the present work was to estimate a crack behavior in a polymer particulate composite using 

the finite element method. The stress intensity factor KI versus the crack length was shown. 
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2. Computational Model 

2.1. Numerical model 

A two-dimensional three-phase numerical model was developed, see Fig. 1a. The particles were 

uniformly dispersed in the matrix with a distance between the particle centers d of 1.25 µm. The diameter 

D of the round particles was chosen as 1 µm and the thickness of interphase t of 100 nm was used. The 

initial crack was modeled at a distance c of 0.55 µm from the center line and with an initial length ai of 

0.5 µm.  

 

Fig. 1: a) Geometry of the finite element model; b) Used boundary conditions and scheme of the crack 

propagation direction s. 

Ideal adhesions between matrix, particles and interphase were assumed in the model. The nodes on the 

top and at the bottom of the model were coupled in the y-direction, see Fig. 1b. A mean stress appl of 

100 MPa was applied in those regions and held constant throughout the calculation (Majer, 2013). A node 

on the right of the model was constrained in y direction, as shown in Fig. 1b. Only elastic behavior of the 

matrix and the particles was considered. 

Plane strain condition and elements with quadratic displacement function (ANSYS type “PLANE183”) 

have been used. The high stress distribution is usually situated around the micro-crack tip and it is 

important significantly refine the mesh in this area. Moreover, special “crack” finite elements with shifted 

mid-nodes to capture the stress singularity at the crack tip were used. The values of the stress intensity 

factors KI and KII were calculated using the standard KCALC procedure implemented in ANSYS. 

Obtained values KI and KII were used for estimation of the direction of the crack propagation. 

2.2. Maximum Tangential Stress (MTS) criterion 

The propagation of a micro-crack in the matrix of the particulate composite is influenced by its 

interaction with particles. To describe of the interaction the micro-crack propagation direction has to be 

known. For the determination of crack propagation direction, numbers of criteria exist in the literature 

(Sih, 1991). In this paper the Maximum Tangential Stress criterion has been used (Erdogan and Sih, 

1963). The criterion assumes that the crack propagates in the direction leading to zero KII values. 

Determination of crack propagation direction Ωs can then be expressed by the following equation: 
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where Ωs is micro-crack propagation direction and KI and KII are stress intensity factors for mode I and II, 

respectively. 
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2.3. Material properties 

The experiments were performed at the Institute of Material Science and Engineering, Faculty of 

Mechanical Engineering, Brno University of Technology in cooperation with the Polymer Institute Brno, 

spol. s.r.o. A co-polymer well known as PP SHAC KMT 6100 was used as the matrix (produced by Shell 

International Chemical Co. Ltd.) and its behavior under different load conditions was measured 

(Mollikova, 2003; Majer & Novotna, 2011). 

The Young´s modulus of matrix Em of 4 GPa was measured (at temperature -50C) and corresponds value 

for particles Ep of 72 GPa. The interphase Young´s modulus was considered in range from 0.5 GPa to  

4 GPa. The value of Poisson’s ratio ν of 0.29 was considered for all phases.The particle size was 

determined from experiment as 1 µm.  

3. Results and Conclusions 

A simplified finite element model of micro-crack growth in polymer particulate composite has been 

developed and stress intensity factors KI and KII were calculated on the base of the linear elastic fracture 

mechanics. Only the selected results are shown. 

Influence of stress intensity factor KI (mode I) on the micro-crack length a was determined, see Fig. 2. 

The values KI were calculated for four configurations; interphase Young´s modulus of 500, 1000, 2000 

and 4000 MPa (in fact without interphase). With decreasing of interphase Young´s modulus the value of 

stress intensity factor increases. It means that the micro-crack could propagate faster in composite with 

any kind of softer interphase. This effect of interphase is negative. 

 

Fig. 2: Calculated values KI for particulate composite. The initial crack at the distance c of 0.55 µm from 

the middle plane was considered. Four values of interphase Young’s modulus were considered. 

On other hand, micro-crack paths influenced by interphase are shown in Fig. 3. It is seen that for two 

softest interphases (500 and 1000 MPa) the micro-crack is practically attracted to the rigid particle. In 

fact, for interphase with Young´s modulus of 500 MPa the micro-crack touches immediately to the closest 

particles covered by interphase. For 1000 MPa the micro-crack is not so strongly attracted; nevertheless, 

micro-crack encounters to other particle. Consequently, the particle can be fully debonded because of 

high stresses in the interphase which is damaged. As a result, the micro-crack is blunted and stays arrested 

on the particle. For re-initiation it needs some time and much more energy. The blunting of micro-cracks 

in connection with debonding can contribute to an increase in the fracture toughness of the composite. 

The results of this paper can contribute to a better understanding of the micro-crack propagation in 

particulate composites with respect to the interphase. 
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Fig. 3: The paths of the micro-cracks for the distance c of 0.55 µm are shown. 
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Abstract: Missile-Target interaction analysis is usually based on three essential assumptions and 

simplifications used to analyze this problem. In this paper the problem of interaction analysis is applied to 

impact of large body (an airplane, vehicle or a rocket) or small body (concrete fragments) of cylindrical 

shape as a rule, on concrete obstacle or on soil ground (soils, hard rocks, layered bedrock). In this sense, the 

paper focuses on impacts of flying body on building structure or on soil in its vicinity. A moving body or its 

parts may hit various types of structures, and missiles may also enter inside areas of objects through light 

structures. The impact theory was used to solve the residual mass and velocity of impacting missile, kind of 

target failure and missile penetration in obstacle. This methodology is based on kinetic energy transfer of the 

hitting object to the building structure. In this sense, contact areas of the building structure and of the 

moving object usually need to be specified, based on simplifications of the impact surface of its solid parts. 

Keywords:  Missile, Obstacle, Impact, Concrete, Soil. 

1. Introduction 

In general, upon impact of a moving object on a massive slab-type obstacle the impact surface gradually 

changes (increases or decreases) as the hitting object is compacted or hits and penetrates the obstacle. 

When an object hits walls or the ceiling of various structures of an obstacle, parts of the falling object are 

apparently cut off (for example, wings of airplanes, mudguards and rear-view mirrors of vehicles, etc.). 

Upon such an impact, total kinetic energy of the falling object is partially consumed for deformation or 

also for crushing or breaking off of a part of the obstacle. However, the missile still continues to enter the 

structure at a reduced speed, which is equivalent to energy loss of the whole object upon its impact on a 

building structure of this type (DOE-STD, 1996). If the object falls on steel beam structures, both the 

object and its wrecks are slowed down upon impact on load-bearing sections of the structures, which are 

then deformed or damaged, and the remaining parts continue to further enter the structure at a reduced 

speed. Similarly, upon impact on concrete walls and boards (or those made of other materials, such as 

masonry or the ground), engines of vehicles are usually blown off and enter the structure. 

Immediately after the impact, the impact is resisted by the structure mass, which corresponds to the area 

of the impact (collision); this assumption is very conservative and leads to higher velocities of motion of 

the wrecks upon impact on the structure. The assumption that rather double mass of the impact area 

resists the impact is apparently closer to reality in flat, large-sized structures. 

2. Impact Theory Application  

Normal shock of two bodies, an airplane or its wrecks against a building structure, is adapted for nuclear 

power industry by a DOE (1996) regulation in the U.S. and IAEA (2003) standard, and apparently this 

regulation can also be applied to other structures. The shock solution methods correspond to procedures 

commonly used in next publications focused on structure dynamics. 

Based on energy comparison, the impact energy Ea transferred to the obstacle is: 
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where m is effective (inertial) mass of missile (inertial mass); Me is effective (inertial) mass of obstacle; 

V0 is normal component of missile velocity before impact; Vm is missile velocity after impact and factor 

of restitution is: 
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According to the modified NDRC empiric formula (Bangash, 1993, Durchstanzen, 2002) the perforation 

thickness of reinforced concrete slab caused by a flying solid object is: 
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where U is the reference velocity 200 ft/s; V is the missile impact velocity [ft/s]; M = W / g is the missile 

mass determined based on its gravity W [lb] and gravitational acceleration g = 32.2 ft/s
2
; D is missile 

effective diameter [ft] and 
'

cf is the limit pressure strength of the concrete [lb/ft
2
]. 

Shear stress needed to penetrate the reinforced concrete slab is approximately: 
'4 cf  [psi], or potentially 

up to 
'10 cf [psi]. Using the formula to determine the perforation thickness, the penetration thickness for 

a missile is equal approximately to 50% of the thickness. On the contrary, if the purpose of using the 

formula above is to prevent perforation, a slab thickness higher than or equal to 1.2 tp should be used. 

For dynamic analysis of interaction of both bodies is possible to use FEM procedure. Example of this 

solution see (Makovička, 1994) but the truth of the directly dynamic solution and/or energetic method is 

comparable, especially if the mechanical characteristic of the soil or the form of disturbed missile (by 

passage through barrier) is determined only very roughly. 

3. Fall of Missile on Hard Surface of the Ground 

Hard surface is understood either as solidified ground surface, e.g. a road, or hard rock or semi-rock 

ground. Assuming that the time course of the impact force Fd acting on a solid obstacle, and the time 

duration of its action τef = τ+ = ∆t are known. Let us assume an impulse Fd × ∆t acting approximately on 

the impact area A; however, considering pliability of various grounds, it is more suitable to consider the 

area A as a double impact area. Thus for example, for a solid missile (airplane) and its impact at the speed 

450 m/s: impact force Fd = 300 MN; time of duration ∆t = 0.031 s and impact area A = 2×16.8 m
2
. 

Substituting the elasticity modulus E of the bedrock with the deformation modulus Edef = 8500 MPa (rock 

class R2 based on ČSN 73 1101) per height of the cover over the hard bedrock or over a massive concrete 

structure (h ≈ 1.0 m), the result provides general stiffness of the soil (rock) column: 

 ksoil = E × A / h = 8 500 × 2 × 16.8 / 1.0 = 285 600 MN/m  (5) 

The airplane will thus sink into the ground at the value: 

  y = F / ksoil = 300 / 285 600 = 0.001 m (6) 

Apparently, the hard bedrock is able to resist an airplane fall, and the sinking depth is virtually negligible. 
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Considering clay-sandy soil, the deformation modulus is Edef = 20 MPa and the result stiffness and 

penetration are as follows: ksoil = 672 MN/m and y = 0.446 m. Thus upon impacting on the ground at this 

velocity, the missile is virtually crashed (compacted) without exerting any rather significant influence on 

the structure of the ground obstacle. In this case, let us estimate the sinking (penetration) rate from kinetic 

energy of the impact of the airplane on the clay and sandy ground surface: 

 Ek = ½ mvr
2
 = 0.5 (12 × 450

2
) = 1 215 000 tm

2
/s

2
 (7) 

And let this energy be consumed only for sinking of the missile into the ground without any considerable 

damage of the missile, thus: 

 ksoil = E × A / h = 20 × 2 × 16.8 / 1.0 = 672 MN/m and Ek = Fd xp  (8) 

Substituting Fd with the design force for an impact on a solid obstacle Fd = 300 MN, the depth of 

penetration is as follows: xp = Ek / Fd = 1 215 000 / 300 000 = 4.05 m. Taking into account the initial 

assumptions (in particular, no damage to the missile), the determined penetration depth is markedly 

increased. The probable penetration value will be significantly lower considering compaction of the 

missile; let us estimate it as half the value (see a similar assumption in (Durchstanzen von Triebwerken, 

2002)). Apparently, even thus recalculated penetration depth xp will be lower taking into account various 

losses, but it may also be slightly higher (the fall may not follow the normal line; the missile may hit the 

ground with an edge, wing, etc.), thus approximately in the range from 0.5 m to 3.5 m. Thus upon hitting 

a pliable ground, the airplane sinks into the ground given that load capacity of the bedrock at the airplane 

sinking place is exceeded. This sinking will also cause the stress to distribute to the sides, away from the 

place of impact. 

4. Example 

The theory above was used for an impact of chosen airplanes on reinforced concrete wall. Results of the 

calculated parameters are presented in the following Tab. 1.  

Tab. 1: Missile impact on RC transversal wall in thickness 900 m. 

Airplane (missile) Airliner Airliner small plane Fighter 

Missile part unit engine unit unit 

Missile mass m [t] 43.6 7.96 3.27 7.96 

Angle of incidence α [deg] 30 60 50 60 

Incidence velocity V [m/s] 81.3 312 104 312 

Missile diameter D [m] 3.75 4.62 3.00 4.62 

Impact area A [m2] 103.8 16.8 11.9 16.8 

Effective mass of obstacle Me [t] 269 538 18.4 36.8 30.8 61.6 43.5 87.0 

Missile and obstacle 

velocity after impact  
Vm, Vt [m/s] 11.3 6.1 8.6 4.6 10.0 5.2 48.3 26.2 

Mass of missile after impact M [t] 39.2 2.45 2.94 7.96 

Obstacle velocity after 

impact  
Vt [m/s] 11.3 6.1 8.6 4.6 10.0 5.2 48.3 26.2 

Thickness of obstacle t [m] 0.90 0.90 0.90 0.90 

Pressure strength of obstacle 

material 
fc' [MPa] 10.5 10.5 10.5 10.5 

Perforation depth tp [m] 1.26 0.76 0.46 1.33 
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The effect of mass of obstacle is considered in two variants (single and double multiple). This shows that 

for the big airplane and for fighter the thickness of obstacle is not sufficient. The same may be used for 

soil barrier; for penetration depth it is possible to use for sandy-clays approximately 
'

cf  ≈ 4 MPa. 

5. Conclusions  

Design criteria (DOE, 1996, IAEA 1982 and 2003), used in the world are based particular on the US, 

Japan and Germany namely experimental investigations. Purpose of these works is development of safety 

thickness of RC or soil structures on the basis of impact theory and determination of perforation depth 

into the obstacle. For NPP structures are usually used an airplane and its engine. In our case we used the 

simplified methods in accordance with international published recommendations and own experiences 

(Makovička, 1994, 2010 and 2012). The initial kinetic energy of the missile under relatively high speed 

crash is used for structure solution. Depth of missile penetration into the RC wall or soil layers is function 

of limit pressure strength of RC or soil materials. The dynamic force of missile, acting on barrier, is then 

proportion of its kinetic energy and dynamic deflection.  

Upon inclined impact of missile and its wrecks on a structure it is assumed that whether or not the 

structure is broken through depends on the normal component of the part impacting on the surface of the 

obstacle that is most hazardous for the structure as a rule, and if penetrated, the wrecks together with 

wrecks of the penetrated building structure continue moving further in the direction of their impact on the 

structure. However, considering that these phenomena are very fast, the conservative adoption of certain 

simplifications may be considered. 
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Abstract: A plate with a central crack under uniaxial tension is studied in this work in order to discuss the 

influence of the number of terms considered in the Williams expansion (derived for approximation of the 

crack tip stress field) on the plastic zone size. Two criteria are introduced: Rankine criterion and von Mises 

criterion. Comparison between FEM solution and results obtained by means of the Williams expansion 

shows that whereas for short cracks the classical one-parameter fracture mechanics can be used, the plastic 

zone extent estimated via the Williams expansion for longer cracks agrees better to the numerical solution if 

more than only the first term of the series is considered. 

Keywords:  Williams power expansion, Plastic zone extent, Crack-tip field, Over-deterministic method, 

Multi-parameter fracture mechanics. 

1. Introduction 

There exists a large group of materials that fail in a brittle manner and whose fracture behavior can be 

described satisfactorily by means of the well-known stress intensity factor (SIF). On the other hand, a lot 

of engineering structures is made of materials whose fracture response is more complicated and the SIF as 

the single-controlling parameter is not sufficient. Some energetic parameters are very often searched in 

this case in order to assess the fracture behavior properly. Extent of the nonlinear zone around the crack 

tip, where the fracture processes occur, seems to be one of the important parameters. Furthermore, if a 

relation between the nonlinear zone extent and boundary condition and/or specimen size and shape is 

found, the typical phenomenon what is referred to as the size/geometry/boundary effect (Berto & 

Lazzarin, 2010; Karihaloo et al., 2006) could be minimized/eliminated. In this paper, a multi-parameter 

approach of approximation of the crack-tip stress field is presented. The so-called Williams expansion 

(Williams, 1957) is used in order to describe the stress state in a plate with a central crack under uniaxial 

tension and it is utilized for better estimation of the plastic zone extent. 

2. Methodology  

Several basic terms and ideas should be presented before the results are introduced. 

2.1. Williams power expansion 

Williams (1957) derived a power series that can express the stress/displacement crack-tip field in a linear-

elastic material with a plane crack with traction-free faces subjected to arbitrary remote loading. If only 

mode I of loading is considered the expansion for stress tensor components can be written in a form: 

  nfAr
n

ij

n

n

n

ij ,
21

1
2  







  . (1) 

For further explanations the expression for the displacement vector components shall be known as well: 
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Symbols with the following meanings are used in Eq. (1) and (2): 

σij stress tensor components; i,j  {x,y}; 

ui displacement vector components; i  {x,y}; 

r,θ polar coordinates centered at the crack tip; 

An unknown coefficients of the Williams expansion (WE) terms (depend on the specimen geometry, 

relative crack length α and loading conditions); they have to be determined numerically; 

E, material properties (Young’s modulus and Poisson’s ratio); 

fij
σ
 known functions corresponding to the stress distribution; 

fi
u
 known functions corresponding to the displacement distribution. 

Note that for the presented study only up to ten initial terms of the infinite series are considered, i.e. the 

expansion has a finite number of terms N. 

2.2. Over-deterministic method 

The over-deterministic method, ODM, (described in more detail for instance in Ayatollahi & Nejati, 

2011) was chosen as a tool for calculation of the coefficients of the Williams expansion terms, An. This 

method is based on the Eq. (2) and it requires knowledge of the displacements field determined by means 

of the conventional FE analysis in a set of nodes around the crack tip. Efficiency and accuracy of the 

method have been tested and several recommendations can be found in the paper Šestáková (2013). 

2.3. Estimation of the plastic zone size 

Two various conditions/criteria for estimation of the plastic zone extent were applied: the Rankine 

criterion and the von Mises criterion. 

2.3.1. Rankine criterion 

The Rankine criterion is also known as the normal stress, Coulomb, or maximum stress criterion and it is 

often used for brittle/quasi-brittle materials. The plastic zone size is estimated by means of the 

comparison of the principal stress, σ1, with a critical stress value, σc, that is a material property (tensile 

strength, yield strength, etc.): 

 
c1    . (3) 

2.3.2. Von Mises criterion 

The von Mises criterion is also referred to as the HMH criterion and it applies best to ductile materials, 

such as metals. Based on the criterion, the plastic zone size is defined again through the equation between 

the equivalent (von Mises) stress, σHMH, and a critical stress value, σc: 

 
cHMH    . (4) 

The equivalent (von Mises) stress can be defined for instance as: 

        222222

HMH 6
2

1
xyzxyzzzxxzzyyyyxx    . (5) 

3. Numerical Model of the CCT Configuration 

Dimensions of the specimen, see Fig. 1, as well as the material properties (of an aluminium alloy) were 

taken from the paper written by Tay (1995) in order to verify the analysis: W = 50 mm, h = 100 mm, 

a = 15.6 mm, σ = 82 MPa; E = 73 GPa,  = 0.3, σc = 370 MPa. Because of the small specimen 

thickness (t = 2.5 mm) the plane stress conditions were applied in the finite element model. Due to the 

symmetry, only one quarter of the specimen could be simulated. The commercial FE software  
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Ansys was used for the numerical calculations; 

particularly, PLANE183 elements were applied in order to 

model the cracked specimen. The crack-tip singularity 

was simulated via the shifted mid-side nodes in the first 

row of the triangular elements around the crack tip. The 

distance of nodes from the crack tip used for application 

of the ODM was chosen to be 7.8 mm. 

4. Results 

First, the verification of the method was performed. In 

Fig. 2a, the comparison of the plastic zone sizes published 

in Tay (1995) and results calculated by means of the WE 

when only the first term (as it is usual) is considered. It 

can be seen that the mutual agreement is very good for 

both criteria used (note that in the assumed configuration 

the Rankine criterion is identical to the Tresca criterion). 

The difference of the experimental data is caused by the 

nature of the criteria applied, because no redistribution of 

the stress at the crack tip is considered (it is to be one of 

the next research areas of the author's collective). 

Nevertheless, another kind of results shall be shown in 

this work. 

Fig. 2b and 2c (for Rankine and von Mises criterion, respectively) show the plastic zone calculated 

numerically via FEM together with results calculated by means of the WE under consideration of various 

numbers of terms used for the reconstruction of the stress field and for determination of the plastic zone.  

   

a) b) c) 

 

 

Fig. 2: Comparison of the plastic zone extents: a) Verification of the methodology, i.e. comparison of 

the data published in Tay (1995) with data calculated by means of the Williams expansion considering 

only the first term (N = 1); b) Plastic zone determined through FEM vs. plastic zone size calculated by 

means of the Williams expansion from the Rankine criterion; c) ditto b) from the von Mises criterion. 

 

Fig. 1: Schema of the CCT specimen; 

only the colored quarter of the specimen 

was modeled. 
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As can be seen in Fig. 2a and 2c, the numerical 

results agree well with the approximation by 

means of the WE. Furthermore, there are 

almost no differences regardless of the number 

of the WE terms considered. Most likely, this is 

a consequence of the specimen configuration, 

because the stress field is not affected by the 

free surface or other boundary conditions. In 

order to validate this hypothesis, a CCT 

configuration with a very long crack 

(a = 40 mm) was modeled, see results in Fig. 3. 

Fig. 3 shows that the plastic zone extent for a 

very long crack calculated by means of the WE 

differs in dependence on the number of the 

terms considered. The biggest difference from 

the FEM solution is clearly apparent if only the 

first term of the WE is taken into account and 

the von Mises criterion is applied. 

5. Conclusions 

In the paper, the plastic zone extent is 

investigated in a CCT specimen, i.e. in a 

configuration loaded in mode I. It is shown that 

for short cracks the size of the plastic zone 

calculated via FEM is identical to that 

determined by means of the Williams power 

expansion considering an arbitrary number of 

terms of the series. This conclusion is in 

contradiction to authors experience and it is 

explained by the configuration of the specimen 

tested, i.e. the stress distribution around the short cracks is not affected by any boundary conditions (e.g. 

free surface). This is proved on a configuration with a very long crack, where the plastic zone extent 

calculated from the WE depends on the number of terms considered and the biggest differences are 

observed between the FEM solution and the conventional one-parameter fracture mechanics approach 

when the von Mises criterion is applied. 
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Fig. 3: Comparison of the plastic zone extent for a 

long crack (a = 40 mm) in CCT specimen calculated 

via FEM with results determined by means of the 

Williams expansion with various numbers of terms 

considered (N = 1, 2, 4, 7 and 10): a) Rankine 

criterion; b) Von Mises criterion. 
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Abstract: Clinically, dental implants induce diverse stresses on surrounding bone; however, when excessive 

forces are applied implant failure can occur. The stress and strain fields around dental implants are affected 

by the bone quality and quantity and the remodeling processes at the bone-implant interface. Computational 

simulation of the bone remodeling around dental implants still remains a challenge. In this study, a 

microCT-based 2-D geometry of mandibular segment is used to simulate the remodeling of bone in response 

to contact with a screw implant. The remodeling process is simulated using an adaptive feedback algorithm 

which is based on "Mechanostat" strain thresholds, i.e. the initial trabecular architecture changes depending 

on the loading and boundary conditions and results in the final distribution of the trabeculae within the 

cancellous bone. The aim of this study is to introduce a novel computational FE model for the simulation of 

trabecular bone remodeling around dental implants. Computational simulation of the bone remodelling 

process is strongly dependent on the boundary conditions and thus performing 3-D simulations with more 

sophisticated boundary conditions is necessary. 

Keywords:  Mandible, Bone, Dental implant, Mechanostat theory, FEM. 

1. Introduction 

Modeling and remodeling of bone tissue is a biomechanical phenomenon that is currently still not fully 

understood. Furthermore computational simulation of bone remodeling is still at a very early stage of 

development. The first study that described structural changes in bone caused by mechanical stimuli was 

presented by Julius Wolff in 1892 (Wolff, 1892). Wolff described the implications of external loading on 

the trabecular architecture in long bones. In 2004 an American orthopedist and surgeon Harold M. Frost 

(Frost, 2004) explored how mechanical stimuli can influence the remodeling of bone. 

In dental implantology, after the placement of an implant, the surrounding bone tissue undergoes changes 

in its architecture. The inserted implant is typically in contact with both cortical and cancellous bone 

tissues. Post-operatively, when the implant is loaded the surrounding bone changes its shape and structure 

according to Wolff’s law. That is, the stresses transferred by the loaded implants induce strain in the 

adjacent bone which stimulates the modeling/remodeling processes. Additionally, an ideal post-operative 

healing would involve the osseointegration of the implant into the bone matrix. This process creates a 

firm/stable connection at the bone-implant interface without mutual relative movement/displacement.  

The aim of this study is to model the adaptive changes that the cancellous bone undergoes in response to 

external loading of an adjacent dental implant. The following sections describe the bone 

modeling/remodeling algorithm based on the Mechanostat theory and developed using principles of 

dental biomechanics and computational simulation procedures. Special attention is paid to the level of 
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detail of cancellous bone and the critically important bone-implant interface. The micro-level approach 

used in this study is not commonly undertaken within the field; thus the results presented in this paper, to 

the best of our knowledge, have not yet been published in the literature. 

2. Methods  

In this preliminary study, the 2D model of a mandibular section with the inserted dental implant was 

based on a single micro-CT (µCT) cross-sectional image (Fig. 1a). The appropriate image was selected 

from a tomographic image volume dataset of a mandibular segment with missing teeth. The imaged 

mandible was obtained from a patient who had bequeathed his body to the Anatomical Institute of 

Masaryk University in Brno for medical-scientific research and training purposes. The µCT images of the 

bone segment were acquired using a unique µCT device TOMOLAB (Synchrotron Elettra, Trieste, Italy 

(Bernardini et al., 2012)); with a17 µm pixel size. Using an in-house software - ROI Analysis (Valášek et 

al., 2010), the bone volume fraction (BVF) of the cancellous bone was determined to be 0.3770.056, 

which corresponds to groups D2 and D3 of the bone density classification according to Misch (Prášilová 

et al., 2012). 

Subsequently, a 2D geometric model was manually created in ANSYS 14 by a simple tracing of the 

cortical bone boundary. Thus, bone tissue was segmented into two regions - cortical bone and cancellous 

bone (Fig. 1b)). The cross-section of a typical dental implant was inserted into the model geometry using 

Boolean operations and the appropriate commands in ANSYS. It should be noted that the implant 

geometry is not associated with any specific implant brand, rather it is a general representation of a screw 

implant. This generalization aids in the qualitative study of the developed method and thus, is in keeping 

with the scope of this paper. All three areas are glued together. The geometry was discretized using 

quadratic element PLANE183 with an approximate size of 0.08 mm. The fine mesh consisted of 

approximately 60 000 elements and 160 000 nodes. The trabecular architecture was created on the final 

FE mesh by defining the material properties as explained below. 

All components of the model were defined as linear isotropic material. Young’s moduli of the bone 

tissues, inter-trabecular pores, and dental implant was 13 700 MPa, 5 MPa and 110 000 MPa, respectively 

(Mellal et al., 2004; Natali et al., 2003). Poisson’s ratio was set in all cases at 0.3. The pores were 

segmented as a separate region consisting of zero pixel intensities in the processed µCT image. This 

region was correspondingly meshed into elements and the material properties defined (Fig. 1c). The plane 

stress assumption was adopted in the 2D analysis. 

The FE model of a unit thickness was loaded by a force of 36 N acting on the dental implant in the axial 

direction. The value was determined to be “the 2D-equivalent” of 200 N acting on the 3D assembly of 

bone with implant (Marcián et al., 2013).  

The model was simulated under three different boundary conditions (Fig. 2a, b, c):  

1.  The segment is constrained in the middle of buccal as well as lingual cortical bone boundary;  

2.  The segment is constrained around the whole bone perimeter except at the alveolar region;  

3. The segment is constrained in the basal boundary only.  

In the first step, the bone has the initial cancellous bone architecture (and therefore the material properties 

distribution) as described above. In the following steps, the Mechanostat-based algorithm is employed to 

predict the trabecular architecture changes throughout the loading (Fig. 3). The algorithm is as follows: 

After each step, the strain intensity distribution in the bone is determined and the values in all elements 

are compared to the Mechanostat strain thresholds (Frost, 2004). Strain intensity (int) is an invariant 

defined as the largest of the maximum values of |1-2|, |1-3|, |2-3|, where 1, 2, and 3 are the principle 

strains. Three cases may arise (the thresholds are proposed by Frost): 1. If εint < 250 µ then the element 

acquires the properties of pores; 2. If 250 µ < εint < 4000 µ then no change in the element properties 

occurs; 3. If 4000 µ < εint then the element acquires the properties of bone. These cases represent the 

bone atrophy, bone maintenance, and bone growth, respectively. The solution was performed for 100 

steps (cycles) which were identified to be sufficient for the stabilization of the structure. It should be 

emphasized that this is a preliminary study and the quasistatic character of solution may be questioned. 

Nevertheless, the work presented in this paper is a springboard to the more sophisticated applications of 

the Mechanostat-based algorithm which take into account the time factor, typical chewing record etc. 
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Fig. 1: a) Micro-CT slice; b) Geometry model; c) Trabecular architecture of cancellous bone. 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Three different variants of boundary conditions. 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Algorithm of bone modeling and remodeling. 

3. Results 

Fig. 4 shows the final shape of the trabecular architecture for all three variants of boundary condition. It is 

apparent that in cases 1 and 2 the trabecular network, which initially was present in the basal part of the 

segment, erodes after 100 cycles. In these cases, the cancellous bone adapted to the specific boundary 

conditions constraining the sides of the segment, i.e. the trabeculae developed in close proximity to the 

implant only. In case 3, the segment is simply supported in the basal region and the results indicate this to 

be favorable for the modeling of the trabecular bone. 
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Fig. 4: Finish shape of trabecular bone architecture. 

4. Conclusion 

This paper describes an initial study of the simulation of bone adaptation to the loading of a dental 

implant inserted in its proximity. The tissues and regions within the bone are modeled at the micro-

structure level. Using the Mechanostat-based algorithm the cancellous bone architecture is modeled for 

100 cycles over the simulation-adaptation loop under static loading of the implant. Per literature review, 

the Mechanostat-based algorithm was already applied in bone adaptation prediction. However, to the best 

of our knowledge, there are no published studies which apply this on a detailed bone and dental implant 

assembly. The authors are aware that this is the very first step in this specific research direction. The time 

aspect of the bone modeling/remodeling, the typical loading record, the proper boundary conditions, and 

other relevant factors must be thoroughly discussed and implemented into the model in order to provide a 

reliable prediction of the bone adaptation to the external loading. In the near future we aim to integrate all 

these factors into a 3D geometrical model to develop a more realistic simulation. 
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Abstract: The main aim of this paper is an investigation of the crack behavior in the ceramics laminates. 

Especially, the problem of the estimation of the stress singularity exponent in such a material using different 

approaches is closely described. Since analytical approach is a suitable tool for two dimensional problems, 

introducing residual stresses, which can be result of used procedures during composite production, may 

influence value of the stress singularity exponent. Unfortunately, there is formally no analytical tool 

available to introduce residual stresses. Moreover, when the three dimensional geometry is investigated, 

effects of complicated stress distribution in front of the crack tip are of crucial importance for crack 

behavior. Hence using numerically obtained stress distribution appears to be the only way, how to capture 

the effect of residual stresses and three dimensional geometry of the crack front. The stress singularity 

exponent can be directly determined from stress components in front of the crack tip and/or from 

displacements at faces of the crack. Both can provide good results and give us a solution, which cannot be 

obtained analytically. In following text the procedure will be described in more detail and shown results 

obtained on ceramic laminate. 

Keywords:  Stress singularity exponent, Residual stress, Singular stress concentrator, Material 

interface, Ceramic composites. 

1. Introduction 

One of the most important material parameters, in terms of fracture mechanics, is fracture toughness. For 

example usage of ceramics is fairly limited for its brittleness. However, using special technologies and 

composite design it is possible to prepare ceramic materials with fracture toughness increased three times 

compared to single ceramic layer without special treatment (e.g. Bermejo et al., 2007). The main idea is 

to introduce residual stresses, which are closing the crack tip and retard further crack propagation. The 

interfaces are also barriers for crack propagation – the crack could extend across the interface at some 

angle; it could extend along the interface; reflect back into the originating material, or arrest. Therefore, 

the knowledge of the crack behavior in the vicinity or at the interface is of crucial importance. 

The stress singularity exponent p of the crack propagating in isotropic, elastic and homogeneous material 

is p = 0.5 (e.g. Williams, 1957). Nevertheless, when the crack terminates the material interface, the 

classical square root singular field changes its value within the interval 0 < p < 1. Both, residual stresses 

and material mismatch may influence the exponent of the stress singularity. This problem occurs also in 

the place, where the crack front extends to the free surface of the body (e.g Hutař et al., 2010). Thus, this 

effect should be included in further considerations about crack behavior near the free surface. Therefore, 

there is the need to have a suitable tool to evaluate all these effects, either analytically or numerically. 

2. Analytical Approach 

According to the literature (Knésl et al., 2003; Náhlík et al., 2009), the stress singularity exponent p = 1-λ 

is given by the solution of the characteristic equation following from the boundary conditions: 
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where α and β are the composite parameters (Meguid et al., 1995) given as follows: 
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E1, E2 are Young moduli, and ν1, ν2 are Poisson’s ratios of materials, which create the interface. 

2.1. Numerical approach 

The stress distribution around a crack tip of a crack perpendicular to the interface can be written in the 

form: 

  
2

,p

ij i
I

j

H
r f p 



 , (4) 

where HI [MPa.m
p
] is a generalized stress intensity factor and r, θ are polar coordinates with 

origin at the crack tip. Thus, one of the possible approaches is to estimate the stress singularity 

exponent directly from numerically obtained stress distribution in front of the crack tip. For 

given geometry, boundary conditions and polar angle θ the stress components correspond to: 

 
p

ij r  . (5) 

The stress singularity exponent corresponds directly to the tangent of the stress distribution (5) 

expressed in log-log coordinates. Similar approach can be used for the stress singularity 

exponent determination from numerically obtained displacements on the crack faces. The 

relation between displacement components and the stress singularity exponent is: 

 
1 p

iju r  . (6) 

Let us note that estimation of the stress singularity exponent using these approaches is quite 

accurate and is suitable for problems, where analytical solution is not defined, e.g. for 3D 

problems, where the complicated stress distribution is expected. The disadvantage is dependence 

on the mesh density – numerical model has to contain fine mesh around the crack tip and this 

will cause important increase in time for model preparation, high hardware requirements and the 

calculation is time consuming. 

3. Numerical Modeling 

For estimation of the stress singularity exponent a ceramic composite was chosen in order to capture an 

effect of the 2D and 3D crack front geometry and how the residual stresses can influence its value. The 

composite design was a laminate with A-B-A architecture, which consists of 5 ATZ layers (alumina with 

tetragonal zirconia) tATZ = 0.52 mm and 4 AMZ layers (alumina with monoclinic zirconia) tAMZ = 0.10 mm 

(Fig. 1). Material properties (see Tab. 1) of the laminate layers were taken from the works (Bermejo et al., 

2007; Náhlík et al., 2009). 

Tab. 1: Material properties of the studied laminate (Bermejo 2007, Náhlík 2009). 

PROPERTY UNITS ATZ AMZ 

Young’s modulus E GPa 390 280 

Poisson’s ratio ν - 0.22 0.22 

Coefficient of thermal expansion αt 10
-6

K
-1

 9.82 8.02 
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For the stress distribution around the crack tip numerical 2D and 3D models were created in commercial 

FEM software Ansys 13.0. However, two dimensional models represent the crack passing through the 

entire layer, which is not in agreement with experimental observations. The crack propagating in a plate 

exhibits approximately a semi-elliptical crack front shape. Thus, parametrically controlled 3D models 

with semi-elliptical crack front were developed. On the crack front numerous locations were selected and 

the stress intensity factor KI was computed using the direct method (extrapolation of stress component to 

the crack tip). Under assumption of the constant stress intensity factor along the crack front, the real crack 

front shape was iteratively found (Hutař et al., 2010; Ševčík et al., 2012), see Fig. 2. 

 

Fig. 1: Design scheme of the laminate with predefined crack path and evaluated interfaces. 

Let us note that the residual stresses were prescribed to the numerical model using different thermal 

coefficients for ATZ and AMZ layer. The specimen is during preparation cooled down from the stress 

free temperature 1250°C to the room temperature. After this procedure strong residual stresses are 

developed in the laminate layers (for given case ATZ = +110 MPa, AMZ = -715 MPa), which are able to 

open/close the crack tip and influence the crack behavior, see Fig. 3. 

 

 

 

4. Results 

Following previous methodology, analytical solution was used for the 2D geometry where the first 2 

interfaces were considered. Also, numerical modeling was performed for the 2D and 3D configurations 

for the same interfaces, where following loading of the laminate was chosen: a) external bending loading 

only, b) internal residual stresses only, c) combination of the external and internal loading. The results for 

the first ATZ/AMZ interface are summarized in the Tab. 2. It is evident that the 2D numerical solution 

differs slightly from the analytical solution and error is less than 2% for all three loadings considered. 

When 3D models were evaluated, differences are about 10%. This is due to different stress distribution 

caused by semi-elliptical shape of the crack front touching the interface. 

For the AMZ/ATZ interface analytical solution is in a good agreement with 2D model with external 

loading only. This situation represents a state, for which is the analytical approach derived and match of 

these two results was expected. Three-dimensional numerical model shows again a slight difference from 

the analytical solution. Nevertheless, the strong compressive stresses of 715 MPa cause that no crack 

opening is obtained and exponent of the stress singularity could not be evaluated clearly (or with a 

Fig. 2: The real crack front shape numerically 

estimated for the 3D geometry. 

 

Fig. 3: Effect of the residual stresses distributed 

in ATZ and AMZ layers. 
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significant error) using extrapolation of the opening stress to the crack tip. Moreover, determination from 

numerically obtained displacements on the crack faces fails completely, because of negative values of 

displacement were computed. This, again, physically means that no crack opening occurs. 

Tab. 2: Estimation of the stress singularity exponent for the crack on ATZ/AMZ and AMZ/ATZ interfaces. 

APPLIED LOADING SOLUTION FOR ATZ/AMZ INTERFACE 

External loading Residual stresses Analytical 2D numerical 3D numerical 

Yes no 0.54008 0.54826 0.60185 

No yes 0.54008 0.54956 0.60461 

Yes yes 0.54008 0.54874 0.60265 

External loading Residual stresses SOLUTION FOR AMZ/ATZ INTERFACE 

Yes no 0.46451 0.47240 0.54650 

No yes 0.46451 X X 

Yes yes 0.46451 X X 

5. Conclusions 

This paper deals with an estimation of the stress singularity exponent. Analytical approach was presented 

and used for the exponent evaluation. This procedure is able to capture the effect of material mismatch on 

the composite interface accurately. Nevertheless, does not correspond to the 3D problems. Moreover, 

when the effect of residual stresses needs to be captured, this method has no option to incorporate this 

effect to the solution. When the 3D problem with consideration of residual stresses is investigated, the 

numerical approach for the stress singularity exponent evaluation is needed. This approach takes into 

account all effects which may influence a stress field around the crack tip - this leads to the more accurate 

value of the exponent. Disadvantage of this approach is requirement for the fine mesh in the vicinity of 

the crack, which increase the computation time. Nevertheless, based on the results, no significant 

difference on the value of the stress singularity exponent was observed between analytical and 2D 

numerical solution for all considered types of loading. On the other hand, when 3D crack is investigated, 

the exponent should be evaluated numerically. 
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Abstract: The aim of this paper is to present methodology for estimation of fracture mechanics parameters 

in polyolefin pipes with an axially oriented crack using three dimensional numerical analyses. Linear elastic 

fracture mechanics is used for description of fracture behavior. In the paper, three different variants of pipe 

weld with an internal axial semi-elliptical crack are studied. Numerical models correspond to a cracked pipe 

containing material nonhomogeneity in the welding area caused by welding process. A critical locations of 

the crack initiated along the pipe wall is found and the stress intensity factor for such cracks with real crack 

shape are numerically estimated in these critical locations. The methodology presented here can be used for 

estimation of residual lifetime of welded polymer pipes containing crack. 

Keywords:  Polyolefin pipes, Butt weld, Stress intensity factor, Numerical modeling. 

1. Introduction 

Nowadays, polyolefin materials are common material in piping industry. Polyolefin materials show high 

resistance to corrosion, abrasion or chemicals and are therefore suitable for those applications, rather than 

metallic or ceramic materials. In service, a high functionality is required and thus the pipes are usually 

designed with a lifetime exceeding 50 years. A new generation of pipes should be able to survive up to 

100 years. The pipes are usually connected using butt welding process. Once the welding is finished a 

material nonhomogeneity takes place in the heat affected zone. Such a change in material properties may 

accelerate the failure processes. Thus the purpose of this paper is to study the contribution of presence of 

material nonhomogeneity caused by welding process on the fracture parameter of the crack growing in 

weld area. 

One of the typical failure modes of pressurized polyolefin pipes is quasi-static failure that represents slow 

(creep) crack growth of a crack initiating at the internal pipe surface. Creep failure testing of the pipes in 

real time is not practical as the test would be extremely long and expensive. For these reasons numerical 

models of cracked pipes are being developed in order to study the fracture behavior in reliable time. Even 

though the material exhibits viscoelastic behavior the slow crack growth regime can be evaluated using 

linear elastic fracture mechanics (LEFM) approach as the plastic zone in the vicinity of the crack is small 

and the crack growth rate is slow.  

2. Numerical Model  

For finite element calculations (FE) of polyolefin pipes a three dimensional model has been developed 

using the commercial package ANSYS. The pipe dimensions used in the calculations were: outer pipe 

diameter d = 125 mm and pipe wall thickness s = 7.4 mm.  
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The pipe was loaded by an internal pressure pint ≈ 0.8 MPa acting at both inner pipe surface and crack 

faces that results in hoop stress of hoop = 6 MPa.  

A distribution of Young’s modulus in the welding area can be roughly estimated based on the micro-

indentation tests along the pipe weld (Lach et al., 2013). The distribution of Young’s modulus along the 

weld can be modeled by the double power-law function (Chi and Chung, 2003) as follows: 

E(z) = h1(z)Emax + [1 - h1(z)]Emin for   0 ≤ z ≤ w/2, 

(1a) 
E(z) = h2(z)Emax + [1 - h2(z)]Emin  for   w/2 ≤ z ≤ w, 

where function h1,2(z) are:  
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and where p is an exponent describing the change of material properties and w is the half-width of the 

weld region, see Fig. 1. Based on experimental results, performed on the same pipe geometry as analysed 

in this paper, the exponent p = 2 and the width of the weld region 2w = 14 mm were considered for the 

numerical analyses. The ratio Emax/Emin corresponds mainly to pipe materials being welded, e.g. 

polypropylene pipes exhibit ratio Emax/Emin = 1.32. The Young’s modulus of the base pipe material was 

considered as Emin = 180 MPa (corresponds to working temperature of 80°C). The Poisson’s ratio of 

 = 0.35 has been kept constant along the weld. 

 

 
 

Fig. 1: Scheme of the pipe with a crack considered in the work. 

In this study, three different models of the cracked welded pipe have been compared: 

 Homogeneous pipe with a crack (PIPE 1),  

 Nonhomogeneous pipe weld with a crack in the center of the weld (WELD 1), 

 Nonhomogeneous pipe weld with a crack in the border of the weld (WELD 2). 

For the homogeneous pipe only the value of Emin was considered for the whole numerical model.  

A preview of finite element mesh with a detail of mesh refinement near the crack front is shown in Fig. 2. 

Due to existence of two planes of symmetry only one-quarter of the welded pipe was evaluated in the 

case of PIPE 1 and WELD 1 model. Due to the crack not lying in the center of the weld, only one plane of 

symmetry exists for WELD 2 model so that one-half of the welded pipe was considered.  The finite 

element mesh was created by 20-nodes iso-parametrical quadratic element (denoted by number 186 in 

ANSYS) taken for the calculations and the density of mesh used was depending on the crack length 

varying from 550 000 to 650 000 elements in the first two cases and about twice as much in the third 

397



 

 4 

case. The highest mesh density was concentrated near the crack front in order to describe the stress state 

near the crack front properly.  

 

Fig. 2: Finite element mesh with a detail of mesh refinement near the crack front (colors represents 

different material properties in weld area). 

The stress intensity factor for different crack lengths was numerically estimated, from which the lifetime 

of the pipe can be estimated. The stress intensity factor was evaluated using so called direct method, 

which is based on extrapolating the opening stress values to the crack tip. It should be mentioned that a 

few points closest to the crack front are influenced by the numerical error and should be omitted from the 

extrapolation. To get closer to the real crack propagation a real crack front shape can be found using 

numerical methods. For a general case of the semi-elliptical crack in the body the distribution of the stress 

intensity factor (SIF) over the crack front is not constant. It can be assumed the real crack propagates in 

the continuum when the distribution of the SIF is constant along the crack front. It is possible e.g. to 

estimate the SIF in 30 points along the crack front and change the aspect ratio of the semi-elliptical crack 

shape in order to find the real crack front shape. However, the extrapolation paths along the crack front 

should not be close to the free surface of the body. The reason for this is the vertex singularity (Bažant et 

al., 1979; Pook, 1994; Hutař et al., 2009) near the free surface that significantly changes the stress field in 

the vertex point at the free surface so that SIF cannot be estimated correctly by classical approaches of 

LEFM. Hutař et al., 2011 published an approximative relation for the development of the semi-elliptical 

crack front in the homogenous polymer pipe as follows: 
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where a and b are lengths of major and minor axis of the ellipse representing the crack front shape, see 

Fig. 1. The crack front shape determined by Eq. (2) is quite similar to those crack front shapes 

numerically estimated using to the procedure described above for all studied locations of the crack.  

3. Results 

The stress intensity factor has been numerically estimated for a cracked polymer pipe welds for various 

position of the crack initiation. An initial defect of 0.1 mm has been considered. The change of the crack 

front shape during the crack growth was also taken into account. The comparison of stress intensity factor 

estimated for various crack positions is shown in Fig. 3. An approximative relation for calculation of the 

stress intensity factor in internally cracked pressurized polymer pipe found in (Hutař et al., 2011) in the 

following form was used for comparison:  
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The obtained results of the SIF for the 

homogeneous pipe are in a very good agreement 

with Eq. (3) as the maximum error is less than 5% 

for crack length ratio a/s = 0.5. This implies that 

the numerical model gives sufficient accuracy for 

subsequent analyses containing nonhomogenous 

distribution of Young’s modulus in the weld area.  

In the case of models of cracked pipe weld (WELD 

1 and WELD 2) the SIFs were estimated in the 

deepest point of the crack and the crack front shape 

was considered to fulfill Eq. (2). For the crack in 

the border of the weld (WELD 2) values of SIF are 

very similar to those estimated on homogeneous 

pipe with the crack. Concerning the crack in the 

center of the weld it has been found that the SIF is 

significantly increased due to the material 

nonhomogeneity and it is therefore the most critical 

position of an axially oriented crack in the welded 

pipe.  

4. Conclusions 

The work presented here describes numerical analysis of axially oriented cracks in polyolefin pipes and 

evaluates the contribution of material nonhomogeneity as a consequence of butt welding process on 

fracture parameters. The developed three-dimensional model demonstrated capability to predict correctly 

the stress intensity factor for pressurized cracked polymer pipe weld. It can be concluded that positive 

Young’s modulus ratio Emax/Emin results in increase of the SIF values in comparison with a cracked 

homogeneous pipe. From the performed calculations it may be also concluded that the closer the crack to 

the weld center is the more critical configuration it produces.  

The results obtained in the paper may be used to an estimation of critical crack length or lifetime of 

internally pressured welded pipes with axially oriented cracks subjected to quasi –brittle failure mode. 
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Abstract: The paper presents the analysis of Burzyński-Torre strength hypothesis application for hard 

tissues of teeth, i.e. dentine and enamel. Comparative analysis was done with regards to the well-known 

strength hypotheses, as Huber-von Mises, Tresca-Guest and de Saint-Venant theories. Numerical simulations 

as well as the finite element modeling were done by means of ANSYS
®

 program. The calculations have been 

done for the features of the normal occlusal loadings respectively for anterior and lateral teeth. The 

numerical stress field analyses in dental and enamel were compared with the relevant experimental and 

clinical data.  The effort estimation according to the Burzyński-Torre hypothesis produces the relatively wide 

spread out of the obtained results, both in the dentine and enamel. As the result of the large negative values 

of the first invariant of the stress tensor for the proper occlusal loadings the obtained reduced stress values 

are relatively low when comparing with Huber-von Mises and Tresca-Guest assessments. For the cases of 

strong bending effects for anterior teeth and for mastication loadings in lateral teeth the respective values of 

Burzyński-Torre reduced stress rapidly increase. Those effect also seem to be a result of the strong 

asymmetry of the dentine, and especially enamel, at tension and compression. 

Keywords:  Burzyński-Torre strength hypothesis, Dental, Enamel. 

1. Introduction 

The problem of application of strength hypotheses for the tooth structures seems to be very rare in the 

dental biomechanical literature. However dentine and enamel are very similar to the bone tissues teeth 

characterize with the endodermal genesis, as for instance nails or hair. With reference to the bone 

structures, both compact and trabecular, hard tissues of teeth are highly mineralised.  In the case of 

enamel the rate of the mineral phase reaches even more than ninety percent. Such a structure of dentine 

and enamel results in treating them also as highly isotropic materials (Craig and Peyton, 1958, Currey, 

1995, Powers and Sakaguchi, 2008). Tab. 1 presents a set of strength properties for hard tissues of tooth.  

Tab. 1: Strength properties of dentine and enamel. 

Tooth  structure Dentine
* 

Enamel 

Modulus of elasticity E [GPa] 18.6 84.1 

Poisson’s ratio ν 0.31 0.33 

Tensile strength r [MPa] 105.5 10.3 

Compressive strength σc [MPa] 297 382 

Tangential strength σs [MPa] 138 90.2 

 
* for demineralized dentine: E [ GPa] = 0.26; r [MPa] = 29.6 

The aim of the paper was to analyze the stress distributions for the chosen strength hypotheses as well as 

to compare them with the experimental and clinical data in order to select the best fitting of theoretical 

effort estimation in dental and enamel to the relevant experimental and clinical data. A special attention 

was paid to the Burzyński-Torre strength hypothesis, which is considered to be the best and the most 

effective hypothesis for both ductile and brittle materials (Życzkowski, 1999). 
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2. Methods  

In general the hypothesis of Burzyński-Torre describes the material effort as a function of three stress 

invariants (Życzkowski, 1999)  

 

 (1) 

 (2) 

 (3) 

As the influence of the third invariant u could be neglected, the reduced stress with the sufficient accuracy 

is formulated as a function of two invariants: mean stress s and deviatoric stress t. In practise two 

approximations, linear and parabolic, are being used:  

 

 (4) 

where κc = σc / σr and κs = σs / σr are the relevant strength parameters.  

Comparative analyses of Burzyński-Torre reduced stress distributions in hard tissues of tooth were done 

with respect to the well-known Huber-von Mises (σH-vM ), Tresca-Guest (σT-G) and de Saint-Venant (ε1) 

theories. Numerical simulations as well as the finite element modelling were done by means of ANSYS
®
 

programe. The calculations have been done for the features of the normal occlusal loadings respectively 

for anterior and lateral teeth. The same types of occlusions were applied for the strength tests carried out 

for the removed teeth by means of INSTRON 4465 strength machine. The numerical models of incisor 

and premolar were taken after Milewski, 2002. A separate code done in Ansys Parametric Design 

Language for Burzyński-Torre strength hypothesis was joint to the postprocessor part of ANSYS 

program. 

The detailed stress and strain analysis were done in the areas of the teeth crowns structures which 

characterize with the maximal effort. Tab. 2 presents a comparison of the maximal values of the reduced 

stress in the incisor dentine and enamel for the considered strength hypotheses. The comparison was done 

with the reference to the variable occlusion angle φ in the characteristic areas: occlusal contact zone (A), 

base of a tooth crown near the gingival line: lingual site (B), buccal site (C) and dentine close to the apical 

region of pulp chamber (D). Calculations were done for the total occlusion 500 N.  

Tab. 2: Comparison of the maximal values of effort in the incisor dentine and enamel for Burzyński-Torre 

reduced stress and other typical strength hypotheses. 

 
[

o
] 

Area Tooth 
structure 

B-T  
[MPa] 

H-vM  
[MPa] 

T-G  
[MPa] 

1 
[x10

-4
] 

m 
[MPa]

0 A Enamel 13.2 160.0 174.3 8.4 -105.5 
B Dentine 5.5 15.5 15.9 3.6 -2.3 

20 A Enamel 5.7 168.2 192.2 10.8 -77.0 
D Dentine 16.7 41.6 45.2 8.3 -20.9 

25 A Enamel 5.2 158.8 182.5 10.8 -69.8 
D Dentine 19.2 47.6 52.0 9.9 -23.7 

30 A Enamel 4.8 149.8 172.7 12.6 -63.4 
D Dentine 20.6 51.2 56.2 10.9 -25.4 

45 B Enamel 313.6 224.1 256.4 26.1 104.8 
D Dentine 24.2 60.5 66.9 18.0(B) -29.4 

90 B Enamel 624.6 450.9 514.0 52.9 208.6 
B Dentine 45.5 80.8 86.9 30.3 8.0 

The examples of Huber-von Mises and Burzyński-Torre reduced stress distributions in the incisor dentine 

and enamel for chosen occlusal angles are given respectively in Fig. 1. 

The results of the numerical stress analysis in the hard tissues of teeth were compared with the 

experimental strength tests carried out for the removed teeth. Fig. 1 shows typical two ways of crown 
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fractures for anterior teeth for various ways of occlusal loadings. The first case, the oblique fracture line 

(Fig. 1a), is characteristic for the proper occlusions (for φ up to 30
o
), while the second one, fracture of the 

crown base (Fig. 1b), appears more often for higher occlusal angle φ, where bending effects dominate. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Typical anterior teeth crowns fractures: a) Oblique line; b) Tooth crown base at gingival base. 

For the lateral teeth (premolars and molars) a comparison of the considered strength hypotheses is 

presented in Tab. 3. With the reference to the described above localisation of the effort areas (A to D), 

additionally E stands for the dentine areas in the upper part of the crown, close to the mastication surface.  

Tab. 3: Burzyński-Torre reduced stress and other strength hypotheses comparison for the maximal effort 
in premolar dentine and enamel for proper occlusion 500 N. 

Tooth structure; Area B-T [MPa] H-vM [MPa] T-G [MPa] 1 [x 10
-4

] m [MPa]

Enamel; A 1.4 45.9 48.1 2.0 -18.5 

Enamel; B 0.6 25.3 25.9 1.1 -7.3 

Dentine; E 5.9 16.8 17.7 3.5 -5.5 

Dentine; D 6.1 16.6 18.3 3.9 -6.5 

Dentine; B 9.3 15.9 16.7 1.4 -14.3 

On the other hand the examples of the accompanying strength tests for the removed lateral teeth are 

shown in Fig. 2. The total teeth crowns destructions chracteristic for the normal occlusions (Figs. 2a, 2b) 

and for the masticatory movements (destructions of the seperate cusps - Fig. 2c) were in majority.  

Further analysis of application of Burzyński-Torre approach was done with the regards to the influence of 

the strength hypothesis parameters on the values of the reduced stress estimation. The calculations were 

done for the enamel for the case of incisor at proper occlusion (φ = 30
o
). The results of the numerical 

calculations are presented in Tab. 4.  

The analysis of Burzyński-Torre hypothesis sensitivity for variable values of κc and κs parameters shows 

that κc changes has almost no influence on the values of the reduced stresses while for the coefficient κs 

that influence is noticable for relatively low values of mutual ratio of tangential to tensile strength. 
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Fig. 2: Characteristic lateral teeth crowns fractures: a) In buccal-lingual plane; b) In distal-mesial 

plane; c) Separate cusps fractures; total occlusion in numerical calculations 500 N.  
 

Tab. 4: Burzyński-Torre strength hypothesis sensitivity for variable values of κc and κs parameters. 
 

κc σB-T  [MPa] for κs = 8.72 κs σB-T  [MPa] for κc = 37.28 

37.28 101.448 8.72 101.448 

30 101.450 8 101.403 

25 101.451 6 101.190 

20 101.453 4 100.577 

10 101.463 2 97.130 

8.72 101.466 1.5 93.271 

3. Conclusions  

Numerical simulations and experimental strength tests prove that, especially for dentine, the areas of 

maximal effort correspond to the distributions of the maximal tangential stresses. It implies the 

correctness of application of both the von Mises and Tresca-Guest strength hypotheses. Initiations of 

cracks in the enamel in the occlusal contact zone as well as in the area of the crown base point out the 

usefulness of the hypothesis of the maximal principal strain ε1. It is also worth underlining a relatively 

wide spread out of the effort estimation according to the Burzyński-Torre hypothesis, both in the dentine 

and enamel. As the result of the large negative values of the I invariant of the stress tensor ( mean value ) 

for the proper occlusal loadings the obtained σB-T reduced stress values are relatively low when 

comparing with σH-vM and σT-G values. For the cases of strong bending effects for anterior teeth and  for 

mastication loadings in lateral teeth the respective values of σB-T rapidly increase. Those effect  also seem 

to be a result of the strong asymmetry of the dentine, and especially enamel, at tension, compression and 

shearing. 
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Abstract: The presented research is based on the application of optical diagnostics to determine the quality 

of a liquid fuel spray generated by a Y-type nozzle designed according to the works of Mullinger (1974) and 

Madsen (2006). Two non-intrusive optical measurement techniques were used to characterize the spray in 

terms of droplet velocity and size, PDA (Phase Doppler Anemometry), and flow structure, PIV (Particle 

Image Velocimetry). PDA measurements were made in the downstream region of the fully atomized spray, 

where uniform spherical droplets were expected. The velocity and drop size profiles were measured by PDA 

in a plane at a distance of 100 mm downstream from the nozzle. These velocity measurements were assumed 

as a reference for later comparison with the PIV flow measurements. The main application of the PIV 

technique was to determine the velocity field of the spray in the near nozzle region where the presence of the 

ligaments and large non-spherical droplets were expected. The simultaneous use of the two measurement 

techniques provides a more complete understanding of the fluid mechanic processes occurring in the spray. 

The spray quality produced by the nozzle design has been judged in terms of the Sauter mean droplet 

diameter and spray velocity profiles. 

Keywords: Y-jet atomizer, Spray characteristics, PDA, PIV, Sauter mean diameter. 

1. Introduction 

Y-jet atomizers are widely used for the atomization of the liquids in the combustion applications. The 

goal of the atomization is to increase the effective surface of the liquid. That means that the liquid stream 

must be disintegrated into small droplets. The spray quality is often evaluated using the criterion called 

the Sauter Mean diameter, SMD, which is the diameter of a sphere with the equivalent surface to volume 

ratio as a particle of interest, D32. The quality of the spray from the Y-jet atomizer depends mainly on the 

flow in the internal mixing chamber. The relationship between the internal and external flows was studied 

by Song and Lee (1996). The SMD value is a dependent variable which is affected mainly by the 

hydraulic parameters, the geometrical parameters of the atomizer nozzle and the physical properties of the 

fluids. The flow in the mixing chamber can be described using the criterion, based on the hydraulic 

parameters, the Gas/Liquid Ratio, GLR. 

2. Experimental Equipment and Methods  

Experiments were conducted on a cold test bench equipped with Y-jet atomizer. The flow and spray 

quality were investigated by PDA and PIV. 

2.1. Test bench 

The Y-jet atomizers were operated on a test bench which was equipped with pressurised fuel and air 

supplies. The fuel supply system consisted of a pressurised fuel tank, a filter, a regulator valve and a 

Siemens Mass 2100 Coriolis flow meter fitted with Mass 6000 Ex Transmitter. Light heating oil (LHO) 

was used as the atomized liquid. Pressurised air was taken from the central compressed air supply system 
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which provided a maximum pressure of 0.8 MPa. The air flowed through a dehumidifier and a filter into a 

regulator valve. Pressure sensors (BD sensors DMP 33li) and thermometers (resistance temperature 

sensor Omega SPRTX-S1) were mounted in both fuel and air loops.  

2.2. Atomizer 

The design of Y-jet atomizer was based on the findings of Mullinger (1974) and Madsen (2006). The 

schematic layout is shown in the following figure:  

 

Fig. 1: Y-jet atomizer scheme.  

Liquid is injected into the mixing chamber by a radial fuel port entry. Two phase flow is created inside 

mixing chamber and it is disintegrated when it reaches the exit orifice and expands into ambient air. 

2.3. PDA system 

A two component fiber based PDA system by Dantec Dynamics was used to measure velocity (in the 

axial and radial direction of the nozzle’s main axis) and the droplet size distribution. The system consists 

of Spectra Physics Stabilite 2017 argon ion laser, 60X41 transmitter with Bragg cell, 60X81 2D 85 mm 

transmitting optics, 57X50 112 mm diameter fiber PDA receiver optics which is connected to the fiber 

PDA detector unit and signal is processed in BSA P80 flow and particle processor.  

2.4. PIV system 

A standard PIV system from TSI was used for the investigation of the flow. The illumination was 

provided by the New Wave Research PIV MiniLase, dual cavity Nd:YAG Laser System with attached 

sheet optics. The spray images were captured by the TSI PIVCAM 13-8 CCD camera. The image pairs 

were processed by the INSIGHT 3G software.  

2.4.1. PIV measurements in spray  

Atomization produced by twin fluid nozzles is driven by breakup of the initial structures i.e. ligaments 

and large droplets. It can be seen in the Fig. 2a, that these formations are created in regions close to the 

exit orifice of the nozzle and they disintegrate into smaller droplets further downstream.  

From a light scattering point of view, the different liquid forms and varying droplet sizes cause problems 

for optical diagnostics since the amount of scattered light is related to the square of the droplet size. The 

differences in the scattered light intensities between the small and large droplets means that, for PIV, 

where the optimal droplets would be spherical with a small uniform size, the detectability of these 

droplets is going to be low. In the opposite situation, when the smaller droplets are made visible on the 

images, by increasing the camera gain, the large droplets and ligaments would be over exposed, 

especially in the central part of the spray which leads to complications in the image processing. 

Another problem is caused by the heterogeneous distribution of the droplets. Most of the liquid mass is 

present in central regions of the spray, whereas, only a low amount of droplets is present in peripheral 

regions. The PIV system is tuned to obtain data from regions with defined range of the density of 

droplets. Visual data from regions where droplet density is out of this range cannot be processed by the 

PIV algorithm. Statistical analysis can be used to determine the distribution of the mass in spray over the 

long time period. The Root Mean Square (RMS) value of pixel intensity can be calculated over the set of 
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captured images. Information about the mass distribution on the final RMS image is expressed by the 

intensity of each pixel. Further processing, for example, conversion of the grey-scale intensity into a 

colour spectrum, can help recognize regions in the spray.  

If ligaments and large droplets are present in the spray, as in Fig. 2a, then small droplets cannot be 

captured due to the low intensity of the scattered light. Whereas, Fig. 2b demonstrates, that most of the 

captured droplets were in the central region of the spray. Different distribution of the mass influences the 

instrumental parameters of image acquisition. Hence the PIV system must be realigned for each regime.  

                           

Fig. 2: Comparison of the inverted instantaneous PIV image and the RMS image created  

from 100 PIV double images (Dp = 0.035 MPa, GLR = 2.5%). 

3. Results and Discussion 

The PDA and PIV experiments were performed for eight different operating regimes. Two pressure 

values (0.035 and 0.07 MPa) and four values of GLR (2.5, 5, 10, 20%). The PDA results are reported, 

according to Jedelský (2009), with an integral value of the Sauter mean diameter (ID32) which 

characterizes drop size distributions with one value. 

As expected, higher fuel pressure leads to lower values of ID32 which is consistent with Madsen (2006). 

At low pressure regimes, fuel inside the mixing chamber has lower potential energy which leads to lower 

velocities and higher values of ID32. As mentioned above, the nozzle performance is also dependent on 

GLR. An increase in GLR leads to lower values of ID32 which is consistent with the work of Zhou (2010). 

 

Fig. 3: Integral values of ID32 for different working regimes of the atomizer. 

 

Fig. 4: Axial velocity profile at different distances from the nozzle (Dp = 0.035 MPa,  

measured using PIV and PDA). 

The PIV measurements, presented on the left hand side in Fig. 4 and Fig. 5 show the velocity profile at a 

distance of 20 mm downstream from the exit orifice of the nozzle. It can be observed that information 

about the velocity field in outer regions of the spray is missing. These regions of the spray consist mostly 

of small droplets which cannot be captured along with the ligaments and large droplets. Thus, the velocity 
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profiles from the PIV in Fig. 4 and Fig. 5 are valid only for large droplets which can be found in central 

region of the spray near the nozzle. It can be expected that the velocity of the droplets in the outer regions 

decreases, due to momentum transfer with the surrounding air, and that the velocity profiles would be 

similar to the distribution of the velocity profiles measured by the PDA technique and shown in the right 

side of Fig. 4 and Fig. 5. 

 

Fig. 5: Axial velocity profile at different distances from the nozzle (Dp = 0.07 MPa,  

measured using PIV and PDA) 

4. Conclusion  

The PDA measurements were made at a distance of 100 mm from the nozzle where atomization was 

expected to be complete and all droplets spherical. In the region from the nozzle to an axial distance 

approximately 60 mm, the PIV measurements have been used to characterise the spray. 

From presented results it can be stated that the flow field in the spray is symmetric in all measured 

regimes. The nozzle generates a stable spray with a narrow drop size distribution which is represented by 

the ID32 values. However, it can be seen that spray stability is related to the initial pressure of fluids. With 

higher pressure values, spray stability is increased from a visual point of view, due to the higher potential 

energy of the atomizing liquids. 

Although, the PIV velocity measurements show the velocity profile in region near to the exit orifice of the 

nozzle. Further PIV experiments are indicated to be desirable especially with higher spatial resolution. 

This can be achieved, for example, by macro-imaging of the regions with different droplet size classes. It 

must be mentioned that this method is not only time-consuming in the experimental phase but also in the 

image processing phase. A second approach will be to reprocess the PDA data with the mean droplet 

velocity being calculated as a function of different drop size classes. 
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Abstract: A design of experiments creates an essential part in any experimentation, development of meta-

models, sensitivity analysis or probability calculations. The creation of the design of experiments is 

determined by the shape of a design domain. In case of dependent input variables the design domain is 

constrained. Therefore classical designs developed for regular hypercubes cannot be applied here. This 

contribution presents comparison of several methods for designs in constrained design domains in terms of 

space-filling properties of the resulting designs and time required for their generation. Examples are focused 

on a special type of experiments called a mixture experiment, where individual parameters (ingredients) form 

a unit volume or unit weight. This condition leads to a simplex or a convex polytope shape of the design 

domain. 

Keywords:  Design of Experiments, Space-filling, Constraints, Maximin, MiniMax. 

1. Introduction 

Design of experiments (DoE) creates an essential part in experimentations, surrogate modeling and many 

other fields such as sensitivity analysis or probability computations. The design of experiments consists 

of a set of design points whose coordinates correspond to combinations of input parameters values. The 

aim of the design of experiments is to gain maximal information about the solved system with a minimal 

number of executions. Therefore the basic requirements placed on the experimental design are 

orthogonality and space-filling of the design domain. 

The shape of the design domain is firstly affected by presence of limiting conditions (constraints) and 

secondly by their form. In case of no constraints, the design domain has a regular shape, so-called 

hypercube. One special case of constrained design space is a mixture experiment. Here a sum of input 

variables (relative proportions of components) forms a unit volume or unit weight: 

 nixxxx in ,,1,10,121    (1) 

Then the design domain is a simplex and the design points can be described by barycentric coordinates as 

shown in Fig. 1. The additional limiting conditions lead to the design domain in shape of a polytope. 

Except of the shape of the design domain the method for generation of experimental design is influenced 

by other factors. The essential is the distinction between real (physical, chemical…) experiments and 

computer experiments called simulations. This contribution is aimed at designs for computer experiments. 

The experimental designs for real experiments are described in detail for example in (Montgomery, 

2000). Methodology is influenced also by the difference between experiments with continuous parameters 

and experiments with discrete parameters. Here we focus on experiments with continuous parameters.  

The quality of the designs can be evaluated by many criterions (Janouchová & Kučerová, 2013). Those 

aimed at orthogonality are for example a condition number or correlation coefficients. Criterions 

evaluating the space-filling are for example Audze-Eglais criterion, discrepancy, Euclidean Maximin 

distance or miniMax criterion. The last two criterions are used in this contribution. 
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Euclidean Maximin distance (EMM) is the shortest among all distances between the design points:  

   ,,),1(,,,1,,,min npijnpiLEMM ij    (2) 

where np is a number of design points and Lij is the distance between points i and j. This criterion 

indicates undesirable proximity of points in the design. The higher the EMM value the better. 

 

Fig. 1: The design domain for mixture experiment with two and three components. 

Criterion miniMax (mM) corresponds to the Largest Empty Sphere problem (LES). The objective is to 

find the largest (hyper) sphere that includes no design point and whose center lies in the solved design 

domain. The value of the miniMax criterion is then equal to the radius of this largest sphere. MiniMax 

criterion serves for detection of unexplored areas inside the domain. The smaller the value is the better. 

The paper follows (Myšáková, 2013) and is organized as follows: Chapter 2 presents several methods for 

generation of experimental designs in constrained domains. Two illustrative examples of mixture 

experiments used for comparison of the methods are described in Chapter 3 and Chapter 4 brings results 

and conclusions. 

2. Methods for Design Generation 

Methods for generation of the experimental design in generally irregular design space can be divided into 

two categories. The first one uses the bounding box – the regular domain (in shape of hypercube or 

hypercuboid) circumscribing the solved constrained domain. In this regular domain we can easier 

generate the design and then just extract the points lying in original irregular domain. Contrary, the 

second category is based on division of the constrained domain into simplices by Delaunay triangulation. 

In these simplices the generation of the points is also easier than in the whole irregular domain, so we can 

generate the design points in individual simplices and then create the design by union of these design 

points. 

2.1. Generator of random points 

The first method belongs to the second category mentioned above. The solved constrained domain is 

decomposed by Delaunay triangulation into simplices. Here the random points are generated with 

exponential distribution and then normalized (Devroy, 1986).The number of points generated in each 

simplex is given by its relative volume. 

2.2. LHS on bounding box 

Another method uses the bounding box of the domain. Here the LHS design is created and only points 

lying in solved irregular domain are extracted. Non-optimized and optimized LHS design can be used. 

2.3. Removal of superfluous points 

The third presented method involves removal of points from intentionally overcrowded initial designs. In 

each step one of points from the actual mutual closest pair is removed. There are two variants which 
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differ in determination of a removed point. In the first variant the removed point is chosen from the pair 

randomly, in the second variant the point whose second shortest distance to other design points is 

removed. 

2.4. Distmesh tool 

The last method uses the Distmesh tool (Persson & Strang, 2004). It is a heuristic algorithm for 

generation of meshes for Finite Element Method (FEM). The quality meshes should have evenly distant 

nodes; therefore we can use this tool for creation of space-filling design of experiments. The algorithm is 

based on dynamical system of an expanding truss structure. 

3. Applications 

For comparison of presented methods two examples of mixture experiments were used. The first one is 

a three-component mixture (Snee, 1979). The corresponding design domain is a 2D irregular polygon 

with 6 vertices. The second example involves six-component mixture (Simon et al., 1997) with a 5D 

irregular polytop design domain with 51 vertices. 

4. Results and Conclusions 

The comparison of methods is shown in Figs. 2 and 3. The bottom graphs present the quality of resulting 

designs evaluated by criterions Maximin (EMM) and miniMax (mM). The top graphs show the 

corresponding time demands where the horizontal axis is EMM as in graphs below. The utopia (ideal) 

point lies in right bottom corner of both graphs. 

The legend for the graphs is showed below: 

 the random points generator 

 non-optimized LHS design in the bounding box 

 optimized LHS design in the bounding box 

 the removal – random point removed from the closest pair 

 the removal – “worse” point removed from the closest pair 

 the Distmesh tool I 

 the Distmesh tool II 

Note: In methods with points removal several levels of overcrowding was tried.  

The results clearly indicate a correlation between criterions EMM and mM. Optimization of one of them 

improves the design also in the terms of the other. 

In 2D the dominance of the Distmesh tool is evident. On the other hand in higher dimensions the 

Distmesh tool cannot be practically used. Its time demands rise rapidly with the dimensions due to 

repeated Delaunay triangulations within the algorithm. More severe issue is that the quality of the 

resulting designs also deteriorates with grow of dimensions. In 5D the Distmesh tool even generates 

designs with duplicated points. 

The random points generator is the fastest method but its designs have the worst quality in almost every 

case. Better results were achieved with the method using extraction of the points from LHS designs in the 

circumscribed domain. It was confirmed that usage of optimized LHS designs leads to better constrained 

designs; of course in cost of some additional time. 

The method applying removal of points from overcrowded designs reached very good results. The more 

overcrowded the initial design is the better final design is created. But there are some limits for the level 

of overcrowding. In examples used in this paper the level of overcrowding larger than 30 does not worth 

the increasing time demands. 

Finally, the results can be summarized as follows: in low dimensions the Distmesh tool is effective; in 

higher dimensions the usage of removal from the overcrowded designs can be recommended. 
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Fig. 2: Results of methods in example with three-component mixture.  

Left: DoE with 10 design points; Right: DoE with 100 design points. 

 

Fig. 3: Results of methods in example with six-component mixture.  

Left: DoE with 10 design points; Right: DoE with 100 design points. 
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Abstract: The aim of the paper is to estimate a critical value of an applied stress for a crack initiation from 

sharp tip of the V-notch using a procedure based on linear elastic fracture mechanics (LELM). The V-notch 

represents singular stress concentrator with the stress singularity exponent different from 0.5, therefore the 

generalized form of LELM for stress distribution description in the vicinity of the sharp V-notch was used. 

The stress singularity exponent depends on the V-notch opening angle, in general.  A stability criterion based 

on the average value of the tangential stress component across a critical distance d from the V-notch tip is 

used in the paper. Resultant values of the critical applied stress are compared with experimental data. 

Keywords:  Failure initiation, Stress singularity, V-notch, Generalized stress intensity factor. 

1. Introduction 

V-notches are one of the most frequent stress concentrators occurring in engineering structures. They 

cause a decrease of the critical applied stress value which leads to the crack initiation. Therefore, stability 

criteria for the crack initiation from the tip of V-notch have been formerly developed. Also the problems 

of the brittle fracture of structural components with sharp V-notches have been considered in papers (e.g. 

Knésl, 1991; Knésl, 1993; Seweryn, 1994; Seweryn, 2002; Goméz, 2003). 

V-notches are singular stress concentrators with stress singularity exponents different from 0.5, which 

depend on the V-notch opening angle. Therefore, the standard procedures of LELM should be generalized 

for stress singularity exponents in the range from 0 to 0.5 (Knésl, 1991; Seweryn, 2002). 

The aim of this paper is to estimate the critical value of an applied stress for the crack initiation from 

sharp V-notch. Two different kinds of materials, different geometries, V-notch opening angles and notch 

depths are considered. The stability criterion used is based on the averaged value of the tangential stress 

component across a critical distance d from the notch tip. Results obtained are compared with 

experimental data taken from the literature (Seweryn, 1994; Goméz, 2003). 

2. Theoretical Background 

2.1. Stress distribution around the sharp tip of a V-notch 

In the first step it is necessary to estimate the stress singularity exponent and stress distribution around the 

sharp tip of a V-notch. The singular stress field around the V-notch tip can be expressed by (Knésl, 1991): 

     
  

√  
        (     )  (1) 

where HI is generalized stress intensity factor corresponding to mode I of loading, p is stress singularity 

exponent, fij (α,p,θ) are known shape functions, r and θ are polar coordinates with the origin at the   
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V-notch tip and α is opening angle of the V-notch (see Fig. 1). The stress singularity exponent p depends 

on the angle α only and can be obtained by solving of characteristic equation (Knésl, 1991): 

     ( (   )(   ))  (   )    (  (   ))     (2) 

Generalized stress intensity factor HI can be determined numerically using finite element (FE) method, 

e.g. by using of so-called direct method, see Fig. 2. 

2.2. The criterion of stability 

Conditions of the sharp V-notch stability depend on the stress state near the V-notch tip and on material 

resistance to the fracture. Criterion development following an idea that the mechanism of the crack 

initiation from pre-crack and the crack initiation from the sharp V-notch is the same and it is controlled 

by variable L, which has a clear physical meaning and is well defined in both cases, for body with a crack 

as well as for body containing V-notch. Then, the critical values LC for the crack and V-notch can be 

compared: 

   (       )    (       )  (3) 

where KIC [MPa.m
0.5

] is a fracture toughness and HIC [MPa.m
p
] is a critical value of generalized stress 

intensity factor. As the variable L an average stress calculated across the distance d from the notch tip can 

be used (Knésl, 1991). The average stress  ̅ represents average value of the tangential stress component 

(   )    acting in front of the notch tip and can be related to the quantity      , i.e. to the critical stress. 

The crack doesn´t propagate for: 

  ̅  
 

 
∫ (   )     
 

 
       

    

√   
  (4) 

The value of the critical stress       for the crack can be obtained from Eq. (4) as a function of KIC. The 

critical stress in the case of the sharp V-notch can be obtained by similar way, i.e. by integration of Eq.(1) 

for HI equal to HIC: 

       
   

√  

(   )(   )

  
  (5) 

where       ( (   ))     ((   )(   )). By comparison of Eq. (4) and (5): 

        
  

  
 
 

(   )(   )
  (6) 

Several expressions for estimation of the critical distance d exist (Zouhar, 2012). The expression 

published by Yosibash (2010),   
 

 
(
   

  
)
 
, was used in calculations. C is a tensile strength. 

The applied stress appl represents a remote loading of the body with V-notch, see Fig. 3. The critical 

value of applied stress appl,crit  necessary for the crack initiation from the V-notch can be expressed as:  

            
   

  
      . (7) 

      

                  

 

Fig. 1: Averaged tangential stress value  

in front of the V-notch. 

Fig. 2: Determination of HI value by the 

direct method. 
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3. Numerical Model 

Three different sets of experiments were modeled by finite element method according to Seweryn (1994) 

and Goméz (2003). Two sets were specimens with sharp V-notch in the middle of each side (DENT) 

(Fig. 3) made of polymethylmethacrylate (PMMA) and duraluminum, respectively. The third set 

represents single edge notch tensile (SENT) specimens (Fig. 3) made of PMMA.  

The dimensions of the DENT specimens were: length L = 192 mm, width 4w = 109 mm, notch depth 

a = 27 mm and V-notch opening angle α = 0 ÷ 70° (changing with step of 10°). The thickness of PMMA 

specimen was t = 4 mm and the thickness of duraluminum specimen was t = 5 mm. Both kinds of 

specimens were loaded by tension. The eighth of the specimen was modeled, because of the symmetry in 

geometry and loading conditions. Conditions of plane strain were considered in all cases. 

           

Fig. 3: Geometry of the model used for finite element calculations. 

  

The dimensions of the SENT specimens were: length L = 196 mm, width 2w = 28 mm, notch depths 

a = 5, 10, 14, 20 mm and V-notch opening angle α = 30°, 45°, 60°, 75°, the thickness was t = 14 mm. The 

influence of the V-notch opening angle α and V-notch depth a on the critical applied stress was studied. 

The quarter of the specimen was modeled, because of the symmetry in geometry and loading conditions. 

Following material properties were considered: PMMA - Seweryn (1994): Young´s modulus 

E = 2.3 GPa, Poisson´s ratio ν = 0.36, fracture toughness KIC = 1.9 MPa.m
1/2

 and tensile strength  

σc = 70 MPa; duraluminum - Seweryn (1994): E = 70 GPa, ν = 0.33, KIC = 54.3 MPa.m
1/2

 and  

σc = 454 MPa; PMMA - Goméz (2003): E = 3.0 GPa, ν = 0.40, KIC = 1.0 MPa.m
1/2

 and σc = 75 MPa. 

Both materials were considered as homogenous linear-elastic and isotropic. The critical distance d was 

0.451 mm for PMMA according to Seweryn (1994), 0.113 mm in the case of PMMA according to Goméz 

(2003) and 9.026 mm in the case of duraluminum (Seweryn, 1994). 

4. Results and Discussion 

Using FE analysis the critical applied stresses for the crack initiation from sharp V-notch was estimated 

and compared with the experimental data. V-notch stability conditions depend on the applied load and on 

the material resistance to the fracture. 

      

 a) PMMA b) Duraluminum 

Fig. 4: Comparison of estimated critical values of applied tensile stress σappl,crit and experimental data 

taken from Seweryn (1994). 
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Very good agreement between calculated critical applied stress values and experimental data was found 

in the case of PMMA specimens for V-notch opening angle α less than 70° (see Fig. 4a and Fig. 5a), and 

for depth of the V-notch a higher than 10 mm (see Fig. 5b). Vicinity of the free surface influenced 

calculated results for V-notch depth a equals or less than 10 mm. 

The criterion described above is not convenient for ductile materials (see Fig. 4b). The difference between 

calculated and experimental data is caused by substantial plastic behavior of duraluminum.

    

a) b) 

Fig. 5: Comparison of estimated critical values of applied tensile stress σappl,crit and experimental data 

taken from Goméz (2003). 

5. Summary 

The critical value of the applied stress necessary for the crack initiation from sharp V-notch was 

estimated in the paper. Tensile specimens with V-notches were modeled by numerical simulations and 

two different materials were considered: PMMA and duraluminum. Influence of the V-notch opening 

angle α and the V-notch depth a was studied. A criterion based on average value of the tangential stress in 

front of the sharp concentrator was applied. Estimated values of the critical applied stress were compared 

with experimental data taken from the literature and good agreement was found for brittle PMMA. 

The paper represents an example of the use of the generalized form of LELM in the case of general 

singular stress concentrators. 
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Abstract: Auto-parametric effects are processes endangering structures during a seismic attack. Tall 

structures exposed to a strong vertical component of an earthquake excitation nearby the epicenter can 

collapse due to auto-parametric resonance effect. Vertical and horizontal response components being 

independent in the linear regime get into a complex interaction due to non-linear terms in post-critical 

regime. Two generally different types of the post-critical regimes are presented: (i) post-critical state with 

possible recovery; (ii) exponentially rising horizontal response leading to a collapse. A special attention is 

paid to processes of transition from semi-trivial to post-critical state in case of time limited excitation period 

as it concerns the seismic processes. Solution method combining analytical and numerical approaches is 

developed and used. Its applicability and shortcomings are commented. A few hints for engineering 

applications are given. 

Keywords:  Auto-parametric systems, Dynamic stability, Semi-trivial solution, Multi-modal vibration, 

Post-critical states.  

1. Outline of the System 

Non-linear dynamic effects are the most dangerous processes endangering structures during a seismic 

attack. Among them auto-parametric non-linear vibration in state of post-critical auto-parametric 

resonance, see Tondl et al. (2000), Hatwal et al. (1983) or Bajaj et al. (1994), can lead to collapse 

particularly in case of high slender systems or large dynamically sensitive structures. Auto-parametric 

resonance caused in the past heavy damages or collapses of towers, bridges and other structures. The 

main cause of these effects is a strong vertical component of an earthquake excitation in epicenter area. In 

sub-critical linear regime vertical and horizontal response components are independent and therefore in 

such a case no horizontal response component is observed. If the amplitude of a vertical excitation in a 

structure foundation exceeds a certain limit, a vertical response component looses dynamic stability, e.g. 

Benettin et al. (1980) and dominant horizontal response component 

arises and can lead to failure of the structure.  

The seismic type broadband random non-stationary excitation can be 

particularly dangerous and amplify these effects. From viewpoint of 

rational dynamics the problem is of the inverse pendulum type. Authors 

are involved in this topics related with earthquake engineering for a long 

time, see e.g. Náprstek and Fischer (2009, 2010, 2011) and others. 

In principle easily deformable tall structures are the most sensitive 

regarding effects of auto-parametric resonance (chimneys, towers, etc.). 

Therefore the structure itself is modeled as a console with continuously 

distributed mass and stiffness in order to respect the whole eigen-value 

and eigen-form spectrum, see Fig. 1. The subsoil model enables to 

respect vertical and rocking component of the response including 

internal viscosity of the Voight type. Mathematical model is deduced by 

Hamiltonian functional including kinetic and potential energies as well 

as the Rayleigh function:  

                                                 
*  Ing. Jiří Náprstek, DSc., RNDr. Cyril Fischer, PhD., Institute of Theoretical and Applied Mechanics, Prosecká 76,  

190 00 Prague, naprstek@itam.cas.cz  

 

Fig. 1: Outline of the 3-DOF 

autoparametric system. 
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Hamiltonian functional provides Lagrangian differential system linking strongly non-linear two-degree of 

freedom (TDOF) part with multi-degree of freedom (MDOF) part modeling continuous console to the 

simultaneous governing system, see e.g. Náprstek and Fischer (2009,2010), or Náprstek and Fischer 

(2011). The material damping of the console is proportional. Therefore the deformation of that can be 

expressed in a form of a convergent series: 

  (   )  ∑   
 
   ( )    ( )   (   )  ∑   

 
   ( )  ( )  (2) 

where ( )      ( )  and basis functions   ( ) are eigen functions (eigen forms) of the differential 

equation: 

    
 ( )      ( )       (    )

     
     (3) 

with boundary conditions for a console beam:   ( )       
 ( )       

  ( )       
 ( )   . 

The Lagrangian system for components  ( )  ( ) and components   ( ) arithmetizing coordinates   ( ) 

reads: 
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where 

   ( )    ( )     ( )   ( )     ( )   (   )    (   )                    (5) 

Solution method combining analytical and numerical approaches is presented in the final text together 

with its applicability and shortcomings. A wide parametric analysis is provided and regular and special 

cases indicated, quantified and commented. A few hints for engineering applications being motivated by 

these results are given. 

2. Post-Critical Response Types and Transition Effects 

The system shows that horizontal and vertical response components are independent in the semi-trivial 

regime, which is linear in such a case. Their interaction takes place due to non-linear terms in post-critical 

regime only. Interaction of nonlinear modes provided by the console and subsoil is investigated, as it 

comes to light that sub- and super-harmonic resonances can produce a number of effects typical for 

nonlinear approach particularly when internal resonances arise, see Fig. 2, where the sub-harmonic 

resonance effect is obvious. 

Complicated inter-resonance effects of quasi-periodic type are verified in order to detect an existence of 

possible beating processes related with a possible periodic energy transfer among degrees of freedom. A 

number of non-linear effects related with MDOF character of the rather weak console and its interaction 

with bottom part of the system is discussed, in the best knowledge of authors, for the first time. Various 

post-critical deterministic as well as chaotic types of the response are investigated as well. Attractive and 

repulsive post-critical limit cycles are typical and will be carefully discussed in the full text. Investigation 

being conducted using Lyapunov exponent testing makes possible to identify a number of interaction 

types of eigen-modes. 
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Two generally different types of the post-critical regimes are presented in the paper: (i) the close 

neighbourhood of the stable state (area between the semi-trivial solution stability limit and the limit of 

irreversibility); despite the response is strongly non-linear, structure can regain the stable state, when 

excitation drops below a certain limit; (ii) if the response leaves beyond the limit of irreversibility, the 

rocking response component looses any periodic character and rises exponentially leading inevitably to a 

failure of the structure without possibility of any recovery. In such a case an avalanche process 

throughout eigen-modes can emerge releasing accumulated energy in the system before the post-critical 

processes occurs. 

A special attention is paid to processes of transition from semi-trivial to post-critical state in case of time 

limited excitation period as it concerns the seismic processes, see Fig. 3. In the picture (a) the bifurcation 

point    is an origin of two branches: stable and unstable. It is obvious that for a short excitation interval 

(blue curve) the response follows the unstable branch for higher excitation amplitudes than it corresponds 

to    and only after a certain time it drops asymptotically to nearly horizontal stable branch. Similarly in 

pictures (b) and (c) we can observe that the response for a short excitation interval is nearly zero 

following the unstable branch and only later is rising to stable branch demonstrating large horizontal 

amplitudes. Due to this effect a significant increase of admissible excitation amplitude is provided 

contributing for the sake of the structure safety. 

 

 

a) 

 

b) 

  

Fig. 2: Instability intervals: a) Large excitation amplitude (   = 0.20); 

b) Medium excitation amplitude (   = 0.15). 

 

a)     b)     c) 

 

 

Fig. 3: Process of the stability loss and of the post-critical response:  

a) Bifurcation diagram of the vertical response component P - amplitude R;  

b) and c) Bifurcation diagrams of horizontal (rotation) components     - amplitudes P, S. 
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3. Conclusions 

Authors deal with easily deformable tall structures, which are very sensitive to effects of auto-parametric 

resonance (chimneys, towers, etc.). If the amplitude of a vertical excitation in a structure foundation 

exceeds a certain limit, a vertical response component looses stability and dominant horizontal response 

component arises. This post-critical regime (auto-parametric resonance) follows from the non-linear 

interaction of vertical and horizontal response components and can lead to a failure of the structure. 

In principle solution methods combining analytical and numerical approaches have been developed and 

used. Their applicability and shortcomings are commented. A few hints for engineering applications in a 

design practice are given. Some open problems are indicated. 
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Abstract: The divergence is one of the most important and dangerous phenomenon of aeroelastic post-

critical states occurring at a prismatic slender beam in a cross-flow. This phenomenon manifests by stable 

periodic hopping between two nearly constant limits perturbed by random noises. Experimental observation 

and numerical simulation motivates an idea to model this process as the effect of the stochastic resonance. 

Being observed and practically used in a number of disciplines in physics (optics, plasma physics, atd.) its 

mathematical basis follows in the most simple case from properties of the Duffing equation with negative 

linear part of the stiffness. The occurrence of this phenomenon depends on certain combinations of input 

parameters, which can be determined theoretically and verified experimentally in the wind tunnel. Parameter 

combinations leading to the stochastic resonance (or divergence) should be avoided in practice in order to 

eliminate any danger of the bridge deck collapse due to aeroelastic effects. 

Keywords:  Stochastic resonance, Interwell hopping, Non-linear vibration, Aeroelastic divergence, 

Post-critical states. 

1. Phenomenon of the Stochastic Resonance 

Stochastic resonance is a phenomenon, which has been surmised in physical chemistry in early forties, 

see e.g. Kramers (1940). Many years later several branches in theoretical and experimental physics 

identified this phenomenon and applied this one in optics and plasma physics, see e.g. Inchiosa & Bulsara 

(1996), or review paper Gammaitoni et al. (1998). Hundreds papers more have been published until now, 

including also a couple of monographs, for instance McDonnell et al. (2008). Authors outlined some 

basic properties of the stochastic resonance quite recently, Náprstek (2014). Stochastic resonance 

represents in principle a very stable interwell hopping of the non-linear oscillator of the Duffing type 

under suitable combination of the deterministic (harmonic) and white noise related random excitation. 

Many physical effects can be modeled using this approach. 

Let us assume the nonlinear mass-unity oscillator with one degree of freedom under additive excitation, 

which consists of harmonic and random components: 

  
 ̇    
 ̇                         

  (1) 

     - potential energy being introduced in a form corresponding with the Duffing equation: 

       
  

 

 
   

  

 
                         

          (2) 

     - Gaussian white noise of intensity     respecting conditions: 

                                       (3) 

                 - external harmonic force with frequency  . Amplitude    should be understood per 

unit mass. Symbols    and    have a usual meaning of the circular eigen-frequency and circular 

damping frequency of the associated linear system. The linear part of the       is negative making the 

system metastable in the origin, while the cubic part acts as stabilizing factor beyond a certain interval of 

displacement  . 
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Taking into account that random noise in Eq. (1) has an additive character, the appropriate Fokker - 

Planck (FP), e.g. Pugachev & Sinitsyn (1987), equation can be easily written out: 

                                        (4) 

 
         

  
   

         

  
 

 

  
                                       

    (5) 

together with boundary conditions: 

                                                          (6) 

Some illustrative numerical results have been outlined in Fig. 1. It presents numerical simulations using 

the basic system Eq. (1). In individual parts the influence of rising white noise intensity   , which acts 

together with a harmonic force onto the system, can be seen. For very low level of the noise the harmonic 

component is hardly able to overcome the inter-well barrier and therefore only seldom irregular jumps 

between stable points occur. In local regimes the system response is relatively small and nearly linear, see 

Fig. 1 - left (a). Optimal ratio of the noise intensity and the amplitude of the harmonic force results for its 

certain frequency in the system response containing a visible periodic part corresponding with the 

frequency of the external harmonic excitation component. The response is not harmonic and contains 

many higher harmonics. However the basic frequency of the interwell hopping is stable making possible 

to reconstruct the original harmonic component hidden in the background, see Fig. 1 - left (b). Fig. 1 - left 

(c) demonstrates the state of a large superiority of the noise. Increasing the noise level can counteract the 

aforementioned process and thereby the stochastic resonance effect vanishes. However, the useful 

harmonic component could be still detected when stiffness parameters (  
    ) and damping (  ) are 

adjusted appropriately with respect to the deterministic excitation component frequency  . 

General characteristics of the response can be obtained investigating the FP equation (5) together with 

conditions Eqs (6). Examining the right side of Eq. (5), it is obvious that stationary solution cannot exist 

due to time dependent coefficient   . This factor is given by deterministic excitation component. 

Otherwise the stationary solution exists and can be carried out for Hamiltonian systems using the 

Boltzmans formula, e.g. Cai & Lin (1988) or Pugachev & Sinitsyn (1987). A number of methods can be 

used to solve Eq. (1), however an evolution character should be kept at this case. Fig. 1 shows the 

sensitivity of the system. 

2. Example - Harmonically Excited Beam Under Influence of Turbulence Noise 

The response of a beam, loaded by the wind with turbulent component, known as the aeroelastic 

divergence, see e.g. Náprstek & Pospíšil (2012) and many others, initiated the idea to use the theory of 

stochastic resonance for the explanation of hopping of the beam in between two meta-stable positions, see 

e.g. Gammaitoni et al. (1998), McDonnell et al. (2008) or Náprstek (2014). This kind of the response has 

been observed during the wind tunnel measurement focused on the self-induced vibration with the large 

amplitudes in the non-linear range using the special experimental stand. It represents the working 

 

Fig. 1: Response of the system with combined excitation - white noise and harmonic (left). The 

spectral amplification of the system response due to stochastic resonance effect (right). 
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mechanism sensitive to the excitation by the wind. The stand and the experiments are described more in 

detail in the paper Král et al. (2013). 

The effect of the stochastic resonance has been demonstrated by means of numerical simulation on the 

special experimental stand mentioned above. It accommodates a sectional model of a slender prismatic 

beam tested in a cross-flow in a wind tunnel. As it can be seen in Fig. 2 - left, time histories for various 

levels of the noise component are adequate with those demonstrated in Fig. 1 - left. Influence of the noise 

intensity increase manifests itself from a local nearly linear effect running around one of two semi-stable 

system positions as far as complex nonlinear process passing through the domain of both semi-stable 

positions. This result is even more obvious regarding Fig. 2 - right presenting the response probability 

density for input noise intensities corresponding with the left picture. In particular the probability density 

shape changes from the local concentration rather of the Gaussian like curve until bimodal probability 

density being symmetrical and typical for Duffing oscillator with a high level white noise excitation and 

almost without any harmonic excitation component. 

3. Conclusions 

The phenomenon of the stochastic resonance has been introduced as a theoretical tool of aeroelastic 

divergence description. This way reveals to be adequate observing carefully experimental results obtained 

by comprehensive measurements in a wind channel. With respect to those, the divergence manifests 

phenomenologically as a periodical hopping between two quasi-static positions with weak random 

perturbation. This effect can emerge under a relevant combination of periodic (nearly harmonic vortex 

shading) and random (white noise type) additive excitation as it has been observed experimentally. 

Conditions of the theoretical stochastic resonance occurrence at the Duffing equation are qualitatively 

identical and therefore it has been adopted as an adequate theoretical model of the divergence 

phenomenon. The relevance of this model has been verified analytically by means of the Fokker-Plack 

equation as well as by numerical solution of corresponding Ito stochastic system. The paper describes 

also the numerical simulation of the experimental stand used for the aeroelastic testing of profiles, before 

it has been tested in the turbulent flow. It shows, that under certain "optimal" value of the parameters, the 

signal-to-noise ratio of the response increases and the resonant-like peak occurs in the amplitude spectra. 

This makes an optimistic perspective for the experimental analysis, which together with the analytical and 

numerical ones should continue to obtain better insight into the general tendencies when individual 

parameters of the system and the input signal are changed. 
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Abstract: The aim of this study was to compare the mechanical properties of the spinal segment in the intact 

state, destabilized (injury) state and the state after fixation by implant ArcoFix. The problem was solved by 

using the experimental modelling ZWICK testing machine. The study was based on in vitro biomechanical 

testing. Ten test samples were prepared for the experiment. Mechanical properties were described by the 

value of force couple needed to twist the specimen during the applied tensile force. Statistical analysis of 

measured results confirmed the hypothesis of different behavior of the states of intact, injured and fixed 

samples. Analysis did not confirm different mechanical behavior of intact and fixated specimens when 

comparing by the couple moment. 

Keywords:  ArcoFix, Spine stabilization, Lateral stabilization, Biomechanics. 

1. Introduction 

The reconstruction of the anterior column of the thoracolumbar spine has become more common in the 

last few years. ArcoFix is an implant and instrument system for the anterior stabilization of the 

thoracolumbar spine. It can be used in combination with a bone graft or a vertebral body (ArcoFix, 

Technigue Guide).  

Testing criteria for spinal implants and similar biomechanical studies have been described by Kocis 

(2010), Wilke (1998), Panjabi (1982, 1992), Manohar (2003), Janů (2011), Urbanová (2010). The aim of 

this study was to compare the mechanical properties of the spinal segment in the intact state, destabilized 

(injury) state and the state after fixation by implant ArcoFix. 

2. Methods  

Test specimens were taken from domestic pig. A total of 10 specimens were prepared for the purposes of 

the experiment. For the purposes of mechanical tests, spinal segment had to be modified so that it could 

be tightened into jaws of a testing machine. As the specimens are of organic origin, it was not possible to 

use fixtures designed for tests of technical materials. Both ends of the specimen were fixed in duracryl 

blocks that were tightened through plates with clamping pins into jaws of a standard testing machine 

using six-jaw lathe chucks. The specimen tightened into jaws of a testing machine is demonstrated in  

Fig. 1. 

The Zwick testing machine with basic equipment made it possible to subject specimens to tension or 

torsion load, or the combination of both. Our Institute has rich experience with this combination of loads 

used for experimental modelling of spinal elements. Tension load selected for this experiment is rather 

unusual, as it almost does not occur during normal movements of a human body. However, tension load is 

suitable for the purpose of the experiment, as it exposes the specimen to mechanical states that can be 

considered as more adverse as compared with pressure load.  
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The tests were performed for intact (physiological state, Fig. 2a), injury (state of instability, Fig. 2b) and 

fixed (stabilization by the implant, Fig. 2c) specimen. In each state, the specimen was subjected to tension 

load of a prescribed force and, subsequently, twisted by a given angle. Load values were defined based on 

the experience with measurements of similar nature. Force load was 200 N. Torsion load had a 

deformation character, i.e. control variable was twisting angle and measured variable was the moment. 

The amplitude of load alternating cycle was 3 deg.  The value of amplitude was established based on the 

initial tests with regard to maximum allowed torque of 20 Nm (as limited by the sensor). 

 

  

Fig. 1: The specimen tightened in jaws of a testing machine. 

 

   

a) Intact specimen b) Injury specimen c) Fixed specimen (ArcoFix) 

Fig. 2: Statuses of the specimen. 

3. Results 

During measurements, values of a couple necessary to twist the specimens were evaluated. An example of 

the behavior of moment in dependence on twisting angle for specimen 4 is demonstrated in Fig. 3. 

The behavior of the specimens under rotation (both sides) can be seen in Fig. 4 which shows the mean 

value and standard deviation of torque needed for twisting the specimens of +3 and -3 degrees. 

The measured maximum moments divided to three classes according to the specimen state are 

summarized in Fig. 5. It has to be decided whether the differences between classes are statistically 
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significant or, in other words, whether the impairment of specimens and the application of fixators affect 

the moment necessary to twist the specimens. The paired t-test was used to evaluate the differences. 

  

Fig. 3: Dependence of couple moment on twisting 

angle for specimen 4. 

Fig. 4: The values of the moments for right and 

left rotation. Mean ± standard deviation. 
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Fig. 5: Boxplot of maximum values of moment. Circle symbols – individual values. 

The calculated p-values are summarized in Tab. 1. The test of normality at the significance level of 5% 

rejected the hypothesis that the data come from a normal distribution. The equality of the standard 

deviations and variances between two populations was determined using Bartlett's Test (p-value = 0.264). 

Statistically significant difference was found between the state of the sample Intact and Injury and 

between the Injury and ArcoFix, both comparisons in positive and in negative twisting angle. The torque 

magnitude decreases for the damaged sample to about 45% of the value of the state ArcoFix and Intact. 

The different behaviour of specimens was also confirmed in state Intact and ArcoFix for positive and 

negative twisting angle. This indicates an asymmetric behaviour of the sample when rotation occurs. 

Statistically insignificant difference was found between the state Intact and ArcoFix. Implant therefore 

returns the stability of the injured sample to physiological state. 
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Tab. 1: P-values of paired t-test. 

p-value 
Left Right 

Intact Injury ArcoFix Intact Injury ArcoFix 

Left 

Intact X < 0.0005 0.404 0.004 < 0.0005 < 0.0005 

Injury < 0.0005 X < 0.0005 < 0.0005 0.118 < 0.0005 

ArcoFix 0.404 < 0.0005 X 0.078 < 0.0005 < 0.0005 

Right 

Intact 0.004 < 0.0005 0.078 X < 0.0005 0.008 

Injury < 0.0005 0.118 < 0.0005 < 0.0005 X < 0.0005 

ArcoFix < 0.0005 < 0.0005 < 0.0005 0.008 < 0.0005 X 

4. Conclusions 

Statistical analysis of measured results confirmed the hypothesis of different behaviour of the states of 

intact, injured and fixed samples. Analysis did not confirm different mechanical behaviour of intact and 

fixated specimens when comparing by the moment. Behaviour of the fixed segment by ArcoFix implant 

is close to physiological state. The experimentally determined data were statistically processed using 

MINITAB 15 software. 
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Abstract: The following paper analyses a cracking of a superheater connection piping which occurred after 

a general repair. Pipes repeatedly detached in the area of welding to the collector nozzles. Connection 

piping was subjected to a thorough FEM analysis and flow simulation using CFD software. 

Keywords:  Piping, Nozzles, Boiler, Crack, FEM, CFD. 

1. Introduction 

Boiler superheaters and their connection piping are the soft spots of boilers and often get damaged, which 

is caused by high operating temperature and pressure inside the system where every slight change in 

operation significantly decreases system life. Fig. 1 shows a damaged piping. Design of the vertical 

connection piping is given in the figures throughout the paper. 

 

Fig. 1: Detachment of DN 100 connection piping in the area of welding to the chamber nozzle. 

In order to detect the cause of pipe cracking, structural calculation of the design was examined at first. 

The design flaws, which make up approximately 30 to 40 per cent of all equipment damage in the 

industry, may be eliminated. Major design flaws are revealed soon (several days or months), minor flaws 

show after several years. Examination of structural calculation of the design proved that the calculation 

complies with all requirements of boiler design standards (EN 12952, 2012). 
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2. Stress State Analysis of Connection Piping for Operating Conditions  

Analysis of operating conditions revealed that there are two basic regimes for operating conditions, i.e. 

summer and winter regimes. With respect to the loading, operating conditions in winter regime proved to 

be more significant (steam capacity reaches 20 to 30 t/h). 

Following operating conditions were selected for analysis of the connection piping: 32.1 t/h capacity, 3.5 

MPa working external pressure in steam superheater piping, 302.8 °C temperature at the outlet from first 

convective superheater, and 240 °C temperature at the inlet to second convective superheater. 

Temperature distribution was designed using standard methods of linear distribution along connection 

piping height. Fixing of chambers (collectors and vertical chamber) was modelled using sleeves, 

according to design of these parts. 

Provided operating conditions helped to model stress distribution in the piping (given in Fig. 2). 

Fig. 2: Stress distribution in chambers and connection piping. 

Stress values peak at 147.2 MPa, which is significantly lower than 165 MPa (Annaraton, 2007), the 

permissible values for membrane and bending stress (piping is made of steel 12022). Therefore, we may 

conclude that these normal operating conditions could not cause the damage of critical areas.  
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3. Analysis of Various Distributions of Heat Flux 

With respect to the fact that the equipment is operated at a lower capacity than the capacity designed, it is 

assumed that velocity flows in individual branches of connection piping are not identical. This has further 

impact on different heat fluxes in individual branches, and creation of additional stress. CFD simulation 

was performed so that temperature distribution upon injection of water into main pipe of connection 

piping may be identified. Analysis revealed the nature of velocity distribution which has direct impact on 

heat transfer coefficient in individual areas, and on temperature distribution itself (Moinereau et al., 

2001). 

Analysis used identical conditions that were used in the previous chapter, i.e. 32.1 t/h capacity. Following 

parameters of the saturated steam were applied in the analysis: 14.16 kg/m
3
 density, 2.10

-5
 Pa.s viscosity. 

Injection was calculated to equal 1.6 t/h and temperature of condensate cooler (998.2 kg/m
3
 density, 

1.003.10
-3

 Pa.s viscosity) was ca. 190 °C. Even steam distribution at the chamber inlet was the only 

simplification in the analysis. 

Following figure presents velocity distribution in individual parts of the connection piping. Velocity 

profiles indicate uneven mixing and distribution of media flows (for both saturated steam and injected 

condensate). These facts had a major impact on temperature distribution in the pipes. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Velocity distribution during mixing of steam flows and injection of condensate (left), and steam 

distribution in individual branches (right). 

Analysis of uneven heating/cooling of connection piping was performed using acquired results. 

Temperatures in outer pipes differ from inner pipes and thus the outer pipes may have higher/lower 

temperatures. Temperature distribution was used for stress state analysis (Fluid Structure Interaction 

method) along with provided boundary conditions. Stress state distribution in connection piping is given 

in Fig. 4. Stress state peaks in the area of welding of the pipe and nozzle which are critical. Stress state 

reached 165.9 MPa in the critical spot, which is a permissible value. Consequently, even more specific 

operating conditions did not help in identification of a damage cause. 

Therefore, it is recommended that the samples are taken for material analysis, and technology compliance 

of the equipment repair is examined. 

4. Conclusion  

Based on the check analysis, no cause for the pipe cracking was identified and the design of the 

connection piping was verified as correct. Individual samples were afterwards taken for material analysis 

which also did not show any major irregularities in operation of the equipment. Failure to comply with 

repair technology was identified as the only possible cause of the damage. Due to inconsistencies in the 

drawings, two different structures may have been manufactured (in terms of dimensions) and shift of 

nozzles and tubes prior to welding may have reached up to 25 mm. These inconsistencies are usually 
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disposed of by proper fitting of the pieces during the installment process. In this case, the welding then 

caused serious stress in the welding area, which was manifested in the cracking of the equipment. 

 

 

Fig. 4: Stress state distribution in connection piping. 
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Abstract: The presented paper deals with efficiency determination of kinetic energy recovery explored by 

means of experimental stand installed in the Institute of Machine and Industrial Design, Faculty of 

Mechanical Engineering, Brno University of Technology. Transfer of kinetic energy to pressure hydraulic 

energy was carried out by means of this stand and research was aimed to the use of results in transport, 

especially in heavy horse commercial vehicles operating in start-stop regime. The main purpose of stand 

experiments is to find conditions for the most economical operation of vehicles using two-way energy 

recovery. 

Keywords: Effectiveness, Energy, Recovery, Hydraulic, Stand. 

1.  Introduction 

The basic idea of kinetic energy recovery is to use the kinetic energy of the braked vehicle which is 

commonly lost by braking and useless changed in heat. This can be done by the change of the kinetic 

energy to hydraulic energy that can be used at the following start of the vehicle. This system is especially 

suitable in vehicles working in frequent cycle braking-start as e. g. road rollers (Fig. 1), forklift trucks, 

garbage trucks, city busses etc. Value of efficiency serves as a criterion of optimum parameters settings 

and the recovery process effectiveness (Pourmovahed et al. (1992, 1992a)). 

 

        

              Fig. 1: The road roller.                                      Fig. 2: The experimental stand. 
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2. Structure of the Experimental Stand 

The main tasks for the new experimental stand were (Nevrlý, 2011, 2012): 

 testing of operation states, 

 measuring of the most important operation quantities for further analysis, mathematical modeling 

and computer simulation leading to size optimization of substantial parameters and elements and 

to optimization of valves control, 

 finding suitable methods for efficiency determination as a measure of the system effectiveness. 

The hydraulic motor drives the dynamometer that represents inertia of the real vehicle. The axial piston 

motor equipped with the electronic control is connected to the valve block. The electric motor of 22 kW is 

attached to the frame and drives the axial piston pump equipped with the proportional flow control. The 

pump block is connected to the valve block that contains six electromagnetic controlled valves. The 

valves of this block control a flow of oil into the corresponding branches of the hydraulic circuit 

according to the set operation regime (Nevrlý, 2012a, 2013a). 

The stand for research of kinetic energy recovery is depicted in Fig. 2. The details can be seen in the 

hydraulic scheme in Fig. 3. 

2.1. Operation regimes of the stand 

 The regime STOP is the initial regime. 

 The regime Set RPM serves for setting of output revolutions of hydraulic motor. 

 The regime Decel causes a fly-wheel to brake. 

 The regime Accel starts a fly-wheel to be driven by pressure of working liquid flowing from the 

high pressure accumulator. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Simplified scheme of the stand for operation regime Decel. 

2.2. Example of efficiency determination 

An example of measured high pressure and low pressure courses at regime Decel can be seen in Fig. 4 

showing important trends during this operation mode. 
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Efficiency of the regime Decel is defined as relation of energy coming in the process and energy going 

out of him. Efficiency has been determined by computation and by measuring of electric power input 

(Němec, 2013, 2013a). 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Example of measured high pressure and low pressure courses at regime Decel. 

 

Tab. 1: Determination of energy recovery effectiveness in cyclic regime by means  

of electric power input measuring. 
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3. Conclusions 

Measuring of energy recovery effectiveness during cyclic operation by means of electric power input 

measuring (Tab. 1) proved the following positive results (Nevrlý, 2013b): 

1) Saving of 10 % till 12 % shows maximum energy saving in stand till 18 % at 3500 rpm. 

2) Prospect of real energy saving in road roller AP 240 H is about 15 %. 
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Abstract: A correlation between increase in mechanical strength and the microstructure reliability of fabric 

reinforced geo-composite is established in elevated temperature range. The mechanical strength of the fabric 

reinforced geo-composite is investigated at elevated temperature in terms of physical, fire testing and 

thermal conductivity. The strength of carbon based geo-polymer increased towards higher temperature that 

strongly correlated with development of various microstructures. Fire testing was conducted on 15 mm thick 

panels with surface exposure of region 100 x 100 mm. The fires rating more than half an hour were achieved 

with resistance to shrinkage cracking exhibited as important parameter. The microstructure of geo-

composite shows large pores towards 600 ºC, that indicated lower in mechanical strength. On increasing the 

temperature, microstructure of carbon based geo-composite shows oxidized layer and very homogenous 

layer with less porosity. As a result the mechanical strength increases on increasing the temperature and 

developing oxidized layer. Fiber reinforced composites may be considered as an alternative to improve 

flexural strength and fracture toughness at elevated temperature. The carbon reinforced geo-composite 

proves as one of the suitable candidate for the high temperature applications such as thermal barrier and 

fire resistant panels. 

Keywords: Mechanical strength, Geo-composite, Carbon fabric, Geo-polymer, High temperature. 

1. Introduction 

Materials designed for the high temperature application should withstand for prolonged period of time 

(Davidovits, 1991, 2008a, 2008b). Geo-polymers are the most promising green and eco-friendly 

alternatively to cementatious materials due to their proven durability, mechanical strength, and thermal 

properties with economically lower in cost (Barbosa and MacKenzie, 2003). However, despite these 

features the poor tensile and bending strengths has been exhibited by the materials due to their brittle 

nature that leads to the main obstacle at high temperature applications (Pachego-Torgal et al., 2008; Xu, 

Van, 2000). Fiber reinforced polymer can replace as the better alternative for improved mechanical 

strength and fire resistant properties with better thermal behavior (Giancaspro et al., 2009, 2010). 

This study investigates the effect of various fibers reinforced in a geo-polymer matrix at elevated 

temperature. High Tenacity (HT) carbon, E-glass and basalt were chosen and several tests have been 

carried out in order to determine the adhesion of fiber to the matrix and their ability to improve the 

mechanical, fire testing and thermal properties of the geo-composite.  

A correlation between fiber types and the microstructure evolution is investigated for the performance of 

geo-composite at elevated temperature. 

2. Methods 

Tab. 1 represents the fabrication of geo-composite. Compressive strength testing was conducted on 

samples (with dimension (3 × 15 × 220 mm) using universal tester TIRA test 2810 (U.K.) and INSTRON 

model 4202. Firing test was conducted in accordance with the standard ASTM C1314-06. The test was 

performed in the electric furnace from the temperature varies in the range 200 to 1000 °C with a  

25 kW/ m
2
 heat source for a duration of 30 min. The samples were of dimension 3 × 14 × 90 mm with the 
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geo-polymer matrix and with fabric reinforcement volume ratio around 40 %. The surface morphology of 

the samples was carried out by scanning electron microscope (SEM, ZEISS) with field emission source. 

3. Results 

Based on the following equation, using the value of the deflection, we can calculate the stress, strain and 

modulus of elasticity of a beam  
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where: σ  - maximum stress in the outer fiber,  

S  - support span,  

b  - width, 

t  - thickness of the sample, 

D  - deflection of the beam center,  

ε  - maximum strain in the outer fiber,  

E  - modulus of elasticity in bending,  

ΔP/ΔD - ratio of force difference and deflection difference at the beam center, measured at the 

linear segment of the graph. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Flexural strength of fabric reinforced geo-composite as the function of firing temperature.  

(Inset: microstructure of carbon fabric reinforced geo-composite with respect to temperature  

600, 800, and 1000 °C.). 
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Tab. 1: Fabrication of fabric-in-plane reinforced geo-composite synthesis.  

Sample 
Matrix (polymer) content 

(Vol. %) 

Fiber content 

(Vol. %) 

Void content 

(Vol. %) 

T (°C) 

(cured) 

Carbon GC 40 39 21 70 

E-glass GC 37 41 22 70 

Basalt GC 45 40 15 70 

Fig. 1 presents residual mechanical properties of various composites with exposure to different 

temperature ranges. Carbon reinforced geo-composite maintains the strength at 400 °C. The remaining 

strength increases with increase in the temperature. This may be attributed towards the good wetting 

properties exhibited between carbon fiber and polymer matrix. In case of E-glass and basalt fabric, a 

strong interactionexhibited and dissolution of the fiber inside the geocomposite observed at elevated 

temperature at 1000 ºC.  

4. Micro-Structural Evolution 

Fig. 1 (inset) shows the microstructure of the geo-composite after fire test around 600, 800 and 1000 °C. 

After fire test, the porosity enlarges and wettability between the matrix and the fiber varies widely. The 

gap between the fiber and the matrix increases during the firing due to the shrinkage and dehydration of 

the moisture from the matrix. Carbon fiber exhibits good adhesion between the fiber and the matrix. 

Thermal stability in carbon reinforced geo-composite increases with the temperature with increasing the 

homogenities of the matrix within the fiber distribution. The carbon induced the mechanical strength of 

the composite with increasing temperature, although some mass loss was observed during the high 

temperature. After the firing, the binding phase appeared more homogeneous and dense due to the 

sintering at high temperatures. Oxidized layer creation at elevated temperature prevents further 

disintegration and degradation of the fabric in carbon based geo-composite. 

5. Conclusion 

Carbon-reinforced fiber was found to have good adhesion properties, being able to control micro-cracks 

propagation along the matrix and creating a favorable bridging effect. At elevated the temperature carbon 

reinforced geo-composite exhibited higher strength, better homogenity, and most suitable geo-composite 

for high temperature application. The creation of oxidized layer improves the bridging and prevents the 

degradation of fabric. The mechanical strength increases on increasing towards elevated temperature 

around 1000 °C. Carbon-reinforced geo-composite may be suitable candidate for thermal insulation with 

wide potential application in industrial fields at elevated temperature.  
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Abstract: The goal of the presented work is to enable the increase of energy load in one data rack up to  

15 kW. The work aims to find and subsequently optimize such passive elements for directing the air flow 

inside the data rack, which lead to the mass flow rate increase in the data rack while keeping the pressure 

loss. Target value of the mass flow rate in the data rack was 1 m
3
s

-1
 of air assuming a fifteen-degree 

temperature drop on IT devices fitted in the data rack. The work resulted in two optimized deflectors that 

serve for directing the air flow through the floor to the front of the IT device. Further increase of the mass 

flow rate in the data rack was solved with the help of additional side zones. All passive elements were first 

verified with the help of numerical simulations and subsequently also by experiments. The final optimized 

variant indicates, at the same pressure drop, an increase of the mass flow rate by 79%; the resultant mass 

flow rate of 0.97 m
3
s

-1
 enables to fit the data rack with device with a total capacity of 15 kW.

 
 

Keywords:  Data rack, Side zones, CFD, Measurement, Simulation. 

1. Introduction 

Solving the problem of passive elements for directing the air flow inside the data rack is included in a 

three-year TAČR project called: Research and development of data rack, cooling and transport systems 

for data centers. Solving the problem is currently very topical with regard to growing demands on 

increasing the density of heat flow rate in the data rack (AlLee, 2007; Demetriou, 2011; Hassan 2012, 

2013). Based on last two years of solving the project several variants of data racks with passive elements 

for directing the air flow (Novotny, 2012) have been proposed. For subsequent optimization of the 

passive elements, data racks with cooling air supply to data rack within a double floor were selected 

where a greatest impact of 

optimization on the resulting 

energy consumption was 

anticipated. At this variant, 

cold and hot aisle are separated 

(see Fig. 1). In this data rack 

configuration the air cooled by 

CRAC unit is supplied through 

the floor into space under the 

data rack and conducted by 

deflector into space in front of 

particular IT devices, which 

consume the cold air in order to 

cool the produced heat output. 

Within the original solution, 

the air was improperly directed 

to the data rack space by 1U 

and 3U deflectors that were 

completely unsuitable from the 
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Fig. 1: Arrangement of data center with air supply to data rack 

within a double floor. 
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aerodynamic point of view. For this reason, it was necessary to optimize the deflectors in order to 

minimize the pressure loss at the data rack inlet. Since the resulting increase of the mass flow rate was 

insufficient, it was necessary to look for other ways to increase the total mass flow rate in the data rack. 

The new solution of distribution of cooled air inside the data rack through additional space proved to be 

such solution. This solution consists in using the side walls that are "hollow" in the original variant of the 

data rack and are not used for distribution of the cooled air inside the data rack. By using these side walls 

together with optimized deflectors the cooled air flow rate was increased by 100% according to first 

numerical simulations. Since the proposed solution satisfied the original aims, it was necessary to proceed 

to final development of particular components with respect to the production capacity of the 

manufacturer. 

2. Deflectors by Optimized Side Zone 

The original proposed solution of the side zones inside the data rack anticipated the use of the entire depth 

of the data rack cabinet. The resulting solution uses only the front part of the data rack. The reason for the 

change was the effort to propose uniform solution that can be installed into data rack of any depth, 

including the data racks already installed and in operation. The newly proposed solution of deflectors 

including the side cooling zone is shown in Fig. 2. The side zone is indicated by yellow and the front zone 

by blue color. Effects of supporting braces at the inlet were also included in the numerical model so that 

the results corresponded to the final solution as much as possible. 

A new numerical model was created out of the newly proposed shape of the side cooling zones, which 

respect the production capacities and enable to install the side zones in all types of data rack.  

 

Inclusion of supporting braces of 

data rack to model 

Reduced side cooling zone 

Optimized 3U deflector 

Fig. 2: Newly designed solution of side zones. Reduction of active depth, including supporting 

braces of data rack. On the left - volumetric model from which numerical model was subsequently 

developed. On the right - indication of location of side cooling zone and optimized deflector 

including splitter of air inside data rack. 
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Tab. 1: Comparison of original and optimized variants of the data rack. The resulting mass flow rate of 

particular variants and mutual comparison for final variants of deflectors and side zones. 

Unlike the original model, the model of the air inlet into the IT devices was modified, in addition to 

modification of the shape of the side zones. Setting of numerical solver was performed identically as in 

the previous solution. In the simulation, a "pressure" condition at the inlet to the IT devices - 

underpressure related to the atmosphere – 100 Pa was used. IT devices are once again not part of the 

numerical model and are replaced by the "pressure outlet" condition. The inlet to the space under the data 

rack is replaced by the boundary condition of pressure inlet type (atmospheric pressure at the inlet). The 

task is solved as stationary using a two-equation k-epsilon model (realizable). The boundary layer is 

simulated with a minimum wall thickness of 0.02 mm, the number of layers 10 with a growth factor 1.1. 

The calculation was terminated when the value of the mass flow rate in the data rack was constant. Heat 

flow rate in the data rack was not considered. When calculating the flow characteristics for other 

modifications, the same boundary conditions at the inlet and outlet surfaces were used. Consequently, the 

total mass flow rate in the data rack was determined from the calculated flow characteristics in front of 

the IT devices together with estimation of the percentage 

difference in pressure loss at the same mass flow rates in 

the data rack.  

3. Measurement of the Mass Flow Rate in Data Rack 

Verification of numerical analyzes has been performed in 

previous years only with the help of measurement of the 

velocity fields inside the data rack by the  

PIV method. The results of the PIV measurement do not 

allow for obtaining information on the mass flow rate of 

cooling air in the data rack. This was the reason why the 

resulting increase of the mass flow rate for new solution of 

air distribution in the data rack had to be verified by 

experiment. For the purpose of verification of numerical 

simulations an experimental setup allowing for 

measurement of the mass flow rate entering the space 

under the data rack was built. The mass flow rate was 

measured using the pressure drop across the nozzle against 

the atmosphere. The pressure at the narrowest point of the 

nozzle was measured with the help of a pressure transducer 

as a mean value of four samples of static pressure. View of 

the experiment is shown in Fig. 3. The 27U tested data rack 

was fitted with ten heat simulators. During the actual 

measurement of dependence of the mass flow rate on 

particular configurations 14 variants were measured. The 

mass flow rate was also measured depending on set 

performance of heat simulators.  

Deflector  ̇[kgs
-1

] 
Position of U in data rack 

without recirculation  
 ̇

 ̇ 
⁄  

1U original 0.512 15-42 100 % 

1U optimized 0.664 9-42 129 % 

1U  Optimized with a side 

zone 
0.79 3-42 154 % 

3U original 0.54 15-42 100 % 

3U  optimized 0.72 9-42 133 % 

1U  Optimized with a side 

zone 
0.97 3-42 179% 

Fig. 3: Measurement of the mass flow 

rate in data rack using the pressure 

drop measurement across the nozzle. 
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4. Conclusions  

Based on the performed numerical experiments new optimized shapes of deflectors, which direct the air 

flow from the bottom part of the data rack in front of the IT device fitted in the data rack have been 

proposed. The original shaping of deflectors was proposed with regard to minimum production costs. Due 

to this requirement, however, the influence of the deflector shape on the total pressure loss was ignored. 

New optimized deflectors reduced the pressure loss and allowed for an increase of the mass flow rate in 

the data rack at same energy requirements for air distribution by 29 %, with data rack fitted with a 1U 

deflector. With a data rack fitted with 3U deflector, the mass flow rate increase is by 33%. The mass flow 

rate increase of 30 percent may be significant but it allows fitting the data rack with IT device of capacity 

up to 10 kW. One of the main requirements of customers ordering data centers is to increase the 

maximum value of IT device capacity, which a single data rack can be fitted with. However, the 

optimized deflectors do not satisfy this requirement. For this reason, using side zones for controlled air 

distribution was proposed. When using the side zones together with optimized deflectors the mass flow 

rate in the data rack increased by 54%, alternatively 79% for 3U deflector. The resulting variant of 3U 

optimized deflector together with the usage of side zones thus provides the mass flow rate of the cooling 

air about 1kgs-1. The mass flow rate is already sufficient so that the data rack could be fitted with IT 

device with a total capacity of 15 kW.  Comparison of resulting variant with the original deflectors are 

shown in Table 1: Energy savings of the proposed solution consists in the fact that the already existing 

data center, which will be fitted with new deflectors and side cooling zones, can be fitted with a more 

powerful IT device and this will provide primary energy savings in production of the new data center. 

The proposed solution, however, in addition to reduced one-off production costs, also reduces the fixed 

costs of electrical energy consumption necessary for the air distribution. Since the pressure loss is 

proportional to second power of velocity and considering the fact that the mass flow rate increase for new 

solution is known to be about 80 %, it is possible to count the energy performance requirements of the 

new solution and its change compared to the original solution. It follows that if the original data rack was 

to be fitted with IT device with a total capacity of 15 kW the costs of air distribution in the IT device 

would increase up to three times compared to the original state where the data rack is fitted with IT device 

with a capacity of about 8 kW. With a 15% efficiency of fans fitted in IT devices the resulting 

consumption of these fans is 1800 W. Electric power consumption necessary for power supply of the fans 

for the newly proposed solution, where the data rack is fitted with IT device with a total capacity of 15 

kW, is only 550 W. The energy savings of the newly proposed solution is, compared to the original 

solution, 1250 W for one fully fitted data rack. The energy savings when fitting the data center with forty 

data racks with a total installed capacity of 600 kW shall be 50 kW. The energy savings with fully loaded 

data center for one year period shall be 438 MW hours. 
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Abstract: The paper presents computational simulation strategies of the slide bearing lubrication as a fluid-

structural problem. Finite difference method is proposed for a solution of the fluid problem described by 

Reynolds differential equation and Finite Element Method is used for a solution of the structural problem. 

Bearing loads are calculated by the Virtual Engine model assembled and solved in Multibody System. The 

proposed approaches include temperature and pressure dependent viscosity and density of bearing lubricant. 

All the computational approaches are applied on a main bearing of modern in-line three-cylinder engine. 

Keywords:  Elastohydrodynamics, Rough surface, Stiffness matrix, Coupled solver, Viscosity. 

1. Introduction 

In the course of time, the hydrodynamic (HD) theory has been developed by a relative large number of 

authors. Subsequently, the HD has been enhanced by elastic deformation influences (EHD) and this 

theory has been extended for many mechanical components, for instance gears etc. 

HD theory presumes that a bearing shell and a pin are without any deformations. Therefore, a relative 

eccentricity can reach a maximal value of 1. Slide bearings of present combustion engines are highly 

loaded and the relative eccentricity sometimes exceeds value of 1. This is caused by elastic deformations, 

mainly of the bearing shell nevertheless, in general, also by the pin deformation. These conditions can be 

found in some modern turbocharged diesel engines. 

One important effect takes place when local bearing clearance values drop to extremely low levels, 

surface asperities on a pin and a bearing shell start interaction with each other and thereby create 

boundary lubrication conditions. This effect should also be incorporated into the computational model.  

2. Theoretical Background  

A slide bearing solution can be presumed as the coupled structural-fluid problem and it covers a solution 

of three basic equations (1, 2, 4). These equations have to be solved simultaneously.  

In general, if the modified Navier-Stokes equation and continuity equation are transformed for cylindrical 

forms of bearing oil gap together with restrictive conditions, e.g. Novotny (2009), the behaviour of oil 

pressure can be now described by Reynolds differential equation. This frequently used equation is 

derivated for a bearing oil film gap and can be written in the form: 
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where p is a pressure, x and y are coordinates, t is time, h is oil film gap, η is dynamic viscosity of oil,  is 

density of oil and u is an effective velocity. 

Generally, oil properties and oil viscosity respectively are dependent on the pressure, temperature or shear 

stress. High viscosity differences can be achieved especially when machinery parts include point or line 

contact (roller bearings or a cam/tappet contact). Roelands (1966) formula is one of the simplest 

descriptions of oil viscosity vs. pressure.  

The influence of oil temperature on its viscosity is also significant. Therefore, it is necessary to 

incorporate the temperature dependence in a form of a computational model. In practice, the oil 

temperature is not constant. However, variable oil temperatures considerably increase a model 

complexity. Therefore, oil temperature is rated as constant for the model for every temperature cycle. 

The oil film thickness including elastic deformations is calculated by introduction of stiffness matrices of 

a shell or a pin respectively as: 

 
1 1( , ) ( ) ( )rigid shell hydro rough pin hydro roughx z      h h K p p K p p , (2) 

where Kshell and Kpin are stiffness matrices of the shell and the pin respectively, phydro is a matrix of 

hydrodynamics pressures and prough is a matrix of pressures due to a contact of surface roughness. FE 

model of the pin is relative simply one (cylinder under boundary conditions) and it is generated by a user 

written macro. FE model used for a generation of the shell stiffness matrix is based on 3D CAD model of 

an engine block. Ideally, the oil film gap hrigid, considering a rigid pin and shell, is defined as: 

 cos( ) sin( ) tan cos( ) tanrigid x yh R r e B B               , (3) 

where B is bearing width, R is shell radius, r is pin radius, e is eccentricity,  is circumferential angle,  is 

angle of minimal oil film thickness and x and y are tilting angles. 

The third fundamental equation is force equilibrium and it can be presented as: 
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External load, hydrodynamic and rough contact forces are only forces considered for the force 

equilibrium of slide bearing solution. External loads include also inertial and other forces and they are 

completely obtained by a solution of Virtual Engine in Multibody software, presented by Novotny (2009).  

3. Numerical Methods 

To simplify the writing and to improve the numerical solution of equation (1), the following variables can 

be used 
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The symbol H denotes a dimensionless thickness of the oil gap, D is bearing diameter, 0 is dynamic 

viscosity at atmospheric pressure and room temperature and 0 is the density at atmospheric pressure. By 

using equations (5), equation (1) can be written in the form: 
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 . (6) 

The transient term (time derivative of H ) of equation (6) is now neglected if only a comparison of 

different approaches is required. Otherwise, this term is also important because slide bearing operates 

under highly time variable conditions.  

For the discretization of equation (6), the finite difference method (FDM) is used and for numerical 

solution, Gauss-Seidel method supplemented by strategies (e.g. SOR – Successive over relaxation 
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method) to accelerate the calculation is used. Equation (6) is discretized and solved for each point of the 

grid according to the relationship: 

 jiiopopjiji i
PP ,,, )1(
~    and 

, 0i jP   if 
, 0i jP  . (7, 8) 

The i,j is defined as 
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Coefficients h and hZ are the integration steps, the wavy line indicates the value of the previous iteration, 

the overline denotes the value of the current iteration. opi is over-relaxation parameter. 

The nature of the coupled fluid-structural problem is non-linear, therefore the Newton-Raphson algorithm 

(NRA) is used for a solution of two dimensional problem.  

The pure boundary lubrication according to Greenwood and Tripp (1970) is used when oil supply is 

insufficient. The nominal pressure can be calculated as  

 
/´rough GT hp K E F  , (11) 
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E1 and E2 denotes Young’s modulus of the pin and shell respectively, 1 and 2 are Poisson numbers,  is 

composite summit height standard deviation,  is radius at asperity summit and N is number of asperities 

per unit area. 

4. Results 

The relative eccentricity, total friction moment, maximal hydrodynamic pressure, minimal oil film 

thickness and oil flow are the results selected to present different computational approaches.  

 

Fig. 1: Result comparisons for low bearing load. 

For comparison, these computational approaches are considered: the hydrodynamic solution (HD); the 

hydrodynamic solution under variable oil density (HD_rho); the hydrodynamic solution under variable oil 

density and dynamic viscosity (HD_full); the elastohydrodynamic solution (variable viscosity and 
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density) with rigid pin approach (EHD); the elastohydrodynamic solution considering also elastic pin 

(EHD_full); the elastohydrodynamics and contacts of rough surfaces solution (REHD). The REHD 

approach considers variable density, viscosity and elastic deformations of the pin and the shell, this 

approach is taken as a base for all comparisons. 

The results are presented for the main bearing of 1.2 litre SI engine. The engine speed of 3000 rpm is 

always applied. Different loads are used to demonstrate the results: 5 kN as an example of relative low 

bearing loads (Fig. 1); and 15 kN as a peak bearing load for the target engine (Fig. 2). 

 

Fig. 2: Result comparisons for peak bearing load. 

5. Conclusions 

The comparison of the different computational strategies shows that for low bearing load the more 

complex models based on EHD with rough contacts do not introduce any decisive differences. On the 

other hand if the load increases, the importance of elastic deformations and contacts of roughness peaks 

(mixed lubrication conditions) requires more sophisticated computational models. 

Of course, there is much more parameters describing the solved system (shear stress influences, design of 

the engine block, surface treatment etc.) that influences the complexity of appropriate computational 

models but future approaches for a solution of the slide bearing are evident: full 

thermoelastohydrodynamic solution incorporating contacts of surface roughness of anisotropic properties.  

Discretisation using FDM, FEM, or FVM (Finite Volume Method) solved iteratively by Gauss-Seidel 

method with SOR are the ways how we have to solve the coupled fluid-structural problem. 
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Abstract: The paper demonstrates the way of adapting control system of welding industrial robot produced 

by ASEA company. The aim was to adapt it to parameters of welding process using a new generation of 

welding machines. Control system based on card with FPGA processor made by National Instruments 

company was built instead of old system based on integrated circuit with a low integration scale and using 

signals from rate generators and transformators of angular position. Moreover, encoders were installed as 

positional and rotational speed sensors. For controlled system identification, there was used a model created 

in SimMechanics tool which is included in MATLAB environment.  Data concerning location of centre of 

gravity, masses and moments of inertia for blocks of SimMechanics tool were obtained from independently 

made three-dimensional model of manipulation working parts of robot in Catia system. There were also used 

data on drivers features based on information from their rating plates. 

Keywords:  Control system, Controlled system, MATLAB, SimMechanics, Direct-current motor. 

1. Introduction 

The research work is a result of cooperation with Hydrapres S.A. company that asked five universities in 

Northern Poland to modernise control systems of welding robots. One welding robot IRB-6, produced by 

ASEA, was given to each university. 

The reason of research, presented by representatives of the ordering company, was a necessity to adapt 

control system of robots to the parameters of welding process using a new generation of welding 

machines (Morecki et al., 2002). The representatives stated that the robot producer was not interested in 

adapting robots to factory requirements. According to the robot producer, the only possibility was to 

purchase new robots. However, whole robots replacement was economically unjustified.  

An expected result of the research was a control system with functionality similar to factory system which 

is characterised by higher speed of trajectory with maintaining or increasing the positioning accuracy of 

robot end-of-arm. Another requirement was a necessity of keeping the original robot motors. 

2. Task of Revitalisation 

The task of revitalisation is the control system of welding industrial robot IRB produced by ASEA 

presented in Fig. 1. The primary control system is based on a low integration scale circuits. The functions 

of the control system can be divided into three groups: 

 Low-level functions: independently control of five direct-current motors carried by PID 

controllers based on feedback signals of resolver and rate generators placed on motor axes.  

 High-level functions: implementation of any trajectory with set speed by using linear 

interpolation in three-dimensional space while controlling the welding process. 
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 Control functions: monitoring the state of robot during operation, programming work 

movements, manual control. 

 

Fig. 1: Primary robot control system – inside view. 

3. Controlled System 

Manipulation working parts of robot IRB-6 consist of base, body, arm, forearm and wrist ended by flange 

end-of-arm which is used for adjusting welding devices. Such design of segments provides to five degrees 

of freedom: rotation around the base, arm rotation, forearm rotation, wrist inclination, and flange end-of-

arm rotation. Each motion of manipulation working parts are performed by actuators, which include 

direct-current motors as well as driven gears and tie bars. Each motor also includes a transformer of 

angular position and rate generator. 

4. Specification of the Design of the Revitalised Control System 

The basis for the development of a new control system was a decision of ordering company 

representatives regarding lack of economic prerequisites for purchase and adapting factory system. For 

technical reasons, modernisation of current control system was rejected, mainly because of the lack of 

suitable systems as well as no data about standards using in its build. 

It was decided that FGPA processor (Field Programmable Gate Array) would be used for building a 

control system (Kozłowski at al., 2003). The processor is a type of programmable logic circuit. It has the 

same functionality as integrated circuit which is designed to implement a very specific task (such as 

installed into factory control systems of robots). However, it can be repeatedly reprogrammed after it has 

already been produced, purchased and installed in a target device. 

 

Fig. 2: The new control system. Card with FPGA processor  

(marked by white frame) placed in PC housing. 

Due to financing from the Research and Development Funds in Kuyavian-Pomeranian Province, the card 

with FPGA processor produced by National Instruments company was used. This card can control eight 

electric drives in development version (powered and programmed by typical PC computer) within 

software used for its programming. A view of the new control system placed in PC housing is presented 

in Fig. 2.  
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Power-supply systems of direct-current motors were replaced. Power supplies that use power transistor 

were applied instead of power supplies based on transformers, which is presented in Fig. 3. The new 

power-supply system is several times smaller and the housing shown in Fig. 3 contains power supplies for 

four drives. Moreover, the new power-supply system provides a change of feed current parameters with 

higher accuracy (by one order of magnitude) and higher frequency to 200 Hz. 

 

Fig. 3: Drive power-supply system of robot IRB-6: a) original; b) new. 

The last elements of the control system were positional and rotational speed sensors placed on motor axes 

of robot. Instead of resolvers and rate generators, there were installed encoders with a resolution of 3600 

positions per rotation. Installation of sensors required a development of interface system with dimensions 

selected in the way that new sensors fit the actuators housings, which is presented in Fig. 4. 

 

Fig. 4: Encoder with interface system placed on motor axis. 

5. Identification of Controlled System 

The main research issue was a necessity to perform an identification of controlled system, indispensable 

for correct programming of control system. A significant difficulty was an inability to obtain proper 

dynamic characteristics based on system dismantling and independent analysis its components. There was 

also no ability to analyse the controlled system because of no possibility of launching it. 

 

Fig. 5: Simulation model of robot manipulating working parts in SimMechanics tool. 

SimMechanics tool, which is included in MATLAB environment, was used for controlled system 

identification. In a recognition tool, SimMechanics is a set of blocks libraries and special features of the 

simulations which symbolises physical bodies, constraints, actuators, powers and sensors that model their 

respective parts of devices. Created simulation model of robot is presented in Fig. 5. 

Each block contains data about actual robot part. Basic blocks are built of elementary blocks. Each of 

them defines mechanical features of selected structural part of manipulator. Fig. 6 presents a sample block 

schemes of flange end-of-arm. 
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Fig. 6: Block scheme of end-of-arm in SimMechanics tool. 

In Fig. 6, the blocks are connected by lines, each of which symbolises a different structural part of 

manipulator. The most important blocks are those with CS1 and CS2 symbols which determine mass as 

well as moment of inertia for robot working parts. Blocks of B and F symbols determine characteristic 

features of connections between parts and blocks labelled as ‘Driver’ define characteristic features of 

actuators (including clutches and gears). The other blocks are used for creating connections between 

working parts as well as entering parameters and observing results of simulation.  

The data regarding centre of gravity location, masses and moments of inertia for blocks of SimMechanics 

tool were obtained from independently made three-dimensional model of manipulation working parts of 

robot in CATIA system. Basic data about features of actuators were obtained from rating plates placed on 

their housings. 

This approximate model of robot manipulating working parts was put between the new control system 

and manipulating parts in the feedback loop. The purpose of this procedure was to obtain data from 

encoders. By iteratively performing series of basic motions of robot parts, while knowing their target 

position, feedback signal was observed. By entering feedback signal as a control signal into simulation 

model, model response was observed in the form of coordinates of robot end-of-arm location (or other 

characteristic point). By comparing the actual location of robot end-of-arm with coordinates from 

simulation, simulation variables were corrected and the results were corresponding to their values. 

Multiple repeating of this process for different working parts of robot as well as expected coordinates of 

characteristic robot parts obtained identification of controlled system. 

6. Conclusions 

Suggested way of controlled system identification, which involves creating an adapting simulation model, 

allows specifying a characteristic of dynamic objects for which the well know methods have failed. This 

is particularly important in the case of robots (systems) revitalisation, because the design documentation 

is often not known. Obtained simulation model allows design a new control system and its verification by 

“black box” method. 

The cost of suggested control system is one third the cost of repair/replacement the primary control 

system. Additional sensors replacement allows increasing the accuracy of control system positioning. 

Application of FPGA processor allows increasing the speed of robot motions without sacrificing the 

accuracy of positioning while maintaining original actuators.  
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Abstract: Robots operated in industrial plants are characterised by out-of-date control systems. In the 

purpose of designing suitable control system, there must be carried out the simulation tests that provide to 

determine its kinematic features. The simulation tests presented in the paper were carried out in MATLAB 

environment. Part of this environment includes SimMechanics tool which is an environment for design and 

simulation of kinematic rigid members of machines and devices. Data concerning location of centre of 

gravity, masses and moments of inertia for blocks of SimMechanics tool were obtained in CATIA system. 

Keywords: Simulation tests, MATLAB, SimMechanics, Industrial robot. 

1. Introduction 

The large part of industrial plants is faced with a problem of operated equipment modernisation. This 

issue also applies to robots. Operated robots have in principle sufficiently good power transmission 

systems, however, the control systems are out-of-date. Control Group of Faculty Mechanical Engineering 

is specialised in modernisation of analysing robots. 

 

Fig. 1: Components of IRB6 robot: 1- base, 2 - body, 3 - arm, 4 - forearm, 5 – wrist,  

6, 7 – working helical gear, 8, 9, 10, 11 – actuators, 12 – actuator for body rotation,  

13 – flange, 14 end-of-arm. 

The task of the research is IRB6 robot. Manipulation working parts of robot are presented in Fig. 1. They 

consist of base, body, arm, forearm and wrist ended by flange end-of-arm which is used for adjusting 

welding devices. Such design of segments provides to five degrees of freedom: rotation around the base, 

arm rotation, forearm rotation, wrist inclination, and flange end-of-arm rotation. Each motion of 

                                                 
*  Assist. Prof. Krzysztof Nowicki, PhD.: Institute of Mechanics and Machinery Design, University of Technology and Life 

Sciences, Kaliskiego 7/2.3; 85 789, Bydgoszcz; Poland, krzysztof.nowicki@utp.edu.pl 
**  Assist. Prof. Daniel Perczyński, PhDInstitute of Transport and Machine Operation, University of Technology and Life 

Sciences, Kaliskiego 7/2.3; 85 789, Bydgoszcz; Poland, daniel.perczynski@utp.edu.pl 
***  Assist. Prof. Piotr Kolber, PhD, Institute of Transport and Machine Operation, University of Technology and Life Sciences, 

Kaliskiego 7/2.3; 85 789, Bydgoszcz; Poland, piotrl.kolber@utp.edu.pl 
**** Assoc. Prof. Kazimierz Peszyński, PhD, Institute of Transport and Machine Operation, University of Technology and Life 

Sciences, Kaliskiego 7/2.3; 85 789, Bydgoszcz; Poland, kazimierz.peszynski@utp.edu.pl 

452



 

 3 

manipulation working parts are performed by actuators which include direct-current motors as well as 

driven gears and tie bars. Each motor also includes a transformer of angular position and rate generator. 

The paper demonstrates the way of determining kinematic parameters of IRB6 robot by computer 

simulation method in SimMechanics tool. 

2.  Modelling the Geometry Components of Manipulator 

Modelling the three-dimensional geometry robot (Jezierski, 2006; Morecki et al., 2002), showed in Fig. 2, 

was carried out by using V5R16 Catia system. It allowed obtaining data about centre of gravity locations, 

masses and moments of inertia for blocks of SimMechanics tool. 

 

Fig. 2: Industrial robot and its three-dimensional model. 

3. Simulation Tests 

Simulation tests were carried out in MATLAB environment (Kozłowski et al., 2003). It combines 

calculations, visualisation and programming in an friendly environment to use. 

SimMechanics tool is an addition to MATLAB environment. It is an environment for design and 

simulation of kinematic rigid elements of machines and devices using Newtonian analysis of force and 

moments, both directly and inversely. Simulations of mechanical systems can be modelled and carried out 

in SimMechanics. Blocks of this tool represent physical objects and their relations. 

 

Fig. 3: Simulation model of IRB6 robot. 

A model has two meaning in SimMechanics tool. One of them refers to physical object that contains at 

least one rigid component. The second one applies to a different and separate block. Each block 

represents one physical device. It means that a model can consist of one or many devices. A model 
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created in SimMechanics tool represents physical structure of a device, its geometric and kinematic 

relations which later is transformed into structural representation to inside and equivalent mathematic 

model. 

The various stages of modelling (Tarnowski & Bartkiewicz, 2003) in SimMechanics tool: 

 selection of basis and connection of blocks, 

 distribution of blocks,  

 configuration of solids in the individual blocks, 

 selection, connection and configuration of sensors and actuators, 

 model connection (as a subsystem) into major model. 

 

Fig. 4: Flow chart of IRB6 robot body created in SimMechanics tool. 

Each block includes data regarding specific component. All of the blocks are connected by ports. The 

basis is connected only to the body, while the body has two connections, both basis and arm. The next 

parts are connected in the same way until the end-of-arm which is not connected to any other part. The 

following figure presents an example of body flow chart. 

 

Fig. 5: Three-dimensional model of IRB6 robot in SimMechanics. 

After entering all data in SimMechanics tool, the flow chart was obtained. The model, presented in Fig. 5, 

is in the initial position, i.e. in the way it was entered in the simulation. In the purpose of simplification of 

the model, motors that were installed on the body of actual object, were entered into the body block. 

Therefore, apparent lack of motors during the visualisation is not a mistake.  
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4. Selected Results of Simulation Tests 

After the simulation, the calculation results were obtained as graphs of displacement and speed of 

analysed robot parts. Selected results of tests are presented in Figs. 6 and 7.  

  

Fig. 6: Simulation of robot arm: a) angular displacement, b) angular velocity. 

  

Fig. 7: Simulation of robot forearm: a) angular displacement; b) angular velocity. 

5. Conclusions 

MATLAB environment as well as its tools, such as SimMechanics, Simulink, and SimDriveline, were 

used for the simulation calculations of kinematic properties. Those tools allowed building model of robot 

kinematic chain. On that basis, simulation model of IRB6 robot was obtained and provided to determine 

its kinematic features. 

In the purpose of correct robot modelling, it was necessary to determine the parameters values such as 

mass, moments of inertia, centre of gravity, and overall dimensions. The aim was achieved by accepting 

the modelled values in CATIA V5R16. 

Simulation calculations, presented in the paper, were used for further studies, which aim was to determine 

any trajectory of end-of-arm which reflects robot motions in practice (welding, painting) and then they 

were used for selection appropriate time constants of control system. 
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Abstract: The suitable repair forecasting is needed for proper maintenance of the buildings. The 

appropriate maintenance planning should be based on the prognostic analysis of the repair needs. However, 

in Poland, maintenance planning is currently not seen as a long-term system. Repairs are understood as 

extemporary works and are carried out exclusively on the basis of intermittent inspections and controls. One 

of the numerous factors determining maintenance planning is exploitation reliability conditioned by 

durability. This article presents a proposal to determine the prediction of operational reliability of the 

building constructed using traditional technology. The method of behaving and changing the reliability of the 

building throughout its use will be useful in planning renovations. The presented analysis includes apartment 

buildings erected in a traditional technology and regards them as technical objects. For such approached 

buildings it is proposed to apply rules applied for mechanical and electrical objects. The probability of the 

exploitation of a building without any breakdowns in a given period of time is defined as exploitation 

reliability.  

Keywords:  Exploitation reliability, Prediction, Degree of technical wear. 

1. Introduction 

The presented analysis includes apartment buildings erected in a traditional technology and regards them 

as technical objects. For such approached buildings it is proposed to apply rules applied for mechanical 

and electrical objects. The probability of the exploitation of a building without any breakdowns in a given 

period of time is defined as exploitation reliability. 

The examined material comprises 260 residential buildings performed in the traditional technology, 

situated within the area of the town of Gorzow Wlkp. (Lubuskie Voivodeship in Poland). The applied 

building materials and the structural solutions are similar in all the buildings. The masonry walls were 

made of solid bricks; the floors over the ceilings – masonry, Klein type; the remaining floors – wooden 

beams; the stairs and the roof structure – wooden, rafter framing – purlin-collar-tie type and in some cases 

– collar-beam type; roofing – flat tiles or roofing paper.  

The technical states of all the buildings were periodically inspected by experts. The periodic monitoring, 

consisting in the examination of technical wear, resulted in the reports containing the information on the 

percentage wear of 25 components of the buildings. 

2. Methods  

To model a situation for the needs of the survival analysis, when the probability changes in time, the 

Weibull distribution is most frequently used as a distribution of random variable of the time of the 

building's usefulness (Walpde and Myers, 1985; Nowak and Collins, 2000; Runkiewicz, 1998, Zaidi et 

al., 2012). The probability density function for the Weibull distribution is determined with the relation: 

 f(t)  =    

 t 

-1  
exp [-(t)

 
] 

         
for t  0 (1) 

where: t -the exploitation period, 

 -scale parameter (a real number)       > 0, 

  -the shape parameter (a real number),  > 0. 
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Parameter  of the distribution determines the probability of a breakdown in time:  

 for  < 1 the probability of breakdown decreases in time, which suggests that, when the object 

breakdown is modeled, some specimen may have production defects and slowly fall out of the 

population, 

 for  = 1 (exponential distribution) the probability is constant, it indicates the fact that breakdowns 

are caused by external random events, 

 for  > 1 the probability grows in time, which suggests that time-related  technical wear of 

elements is the main cause of breakdowns, 

 for  = 2 (the Rayleigh distribution) the probability grows linearly in time. 

Distribution parameter β is a coefficient characterising the rate of the reliability obsolescence: 

 β = 1/ TR (2) 

where TR denotes the period of the object durability. 

The distribution function for the Weibull distribution obtained after integration:  

 F(t) = 1 - exp [–(t)
 

 ] (3) 

In the literature, the distribution function is called the probability of damage, a destruction function, 

breakdown or a failure function and is determined with the relation:  

 F(t) = P (t< TR) = 1 – R(t) (4) 

where: TR  - period of object durability, 

 R(t) - reliability function, also called the probability of proper operation, or durability function. 

The object's reliability is defined as the ability to fulfil the task resulting from the purpose it was intended 

for. It means that the object is demanded to fulfil a determined function in determined time t in 

determined conditions of operation. The measure of the reliability of an object, in terms of the task, is the 

probability of the task completing. Such determined reliability measure is a function of time of the 

building's reliable performance and is called reliability function. 

Exponential distribution is a particular case of the Weibull's distribution, where shape parameter α = 1. 

Exponential distribution is frequently used in the examination of a proper performance time 

(Nowogońska, 2011; Salamonowicz, 2001). The relation defining the reliability functions for the i-th 

component of a building for known parameters  and  may take the form: 

 Ri(t) = exp [-(t/TRi)] (5) 

where: 

 Ri(t) - exploitation reliability for the i-th component of a building, 

 t - exploitation time, 

 TRi - durability period of the i-th element of a building. 

Another particular case of Weibull distribution, where α = 2 is the Rayleigh distribution. The application 

of the Rayleigh distribution for buildings seems to be the best choice. All buildings and their components 

are subject to technical wear and the Rayleigh distribution is applied when the object's wear increases in 

time. For this case, the reliability function takes the form: 

 Ri(t) = exp [-(t/TRi)
2
] (6)  

2.1. Exploitation reliability of components building 

To determine the exploitation reliability of a building with the use of relation (6), the building, erected in 

the traditional technology, was divided into 25 components. A determined material-structure solution 

with characteristic theoretical average durability periods TRi (TRi by Ściślewski, 1995) was assumed for 

each component. Relation (6) was applied to examine the change in the exploitation reliability of all the 

components within the assumed a 100-year period of exploitation. The selected results of calculations are 

presented in Figs. 1 and 2.  
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Fig. 1: Exploitation reliability of masonry walls according to the Rayleigh distribution. 

 
Fig. 2: Exploitation reliability of wooden floors according to the Rayleigh distribution. 

Methods derived from the theory of exploitation of machines and electrical appliances were applied to 

examine the properties of apartment buildings. The results obtained at the present stage of the realisation 

of the exploitation reliability problem may be helpful in maintenance planning. 

2.2. Prediction of the degree of technical wear of masonry walls  

The bibliography on reliability of electronic devices attributes the intensity of failure to technical 

(Salamonowicz, 2001) wear as described in: 

 
t

0

z dt λ(t)S  (7) 

The technical wear according to the exponential distribution, where the intensity of failure is constant (7) 

is expressed with a linear function: 

 SZ  = t/ TR (8)  

where: 

 Sz  – the degree of technical wear of an object expressed in percentage,  

 t  – the age of the object, 

 TR – the expected durability period of an object expressed in years. 
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For the Rayleigh distribution, where α = 2, β = 1/TR, the degree of technical wear equals: 

 SZ  = t
2
/ TR

2
 (9)  

For each building element, it is possible to determine the prediction of the technical wear in any arbitrary 

exploitation period, the prediction of the degree of technical wear may be obtained according to the 

exponential distribution and the Rayleigh distribution. For brick masonry walls, the durability period is 

determined within the limits 130 – 150 years. The degrees of technical wear were determined for the 

minimum (130) and the maximum (150) values, with the use of the exponential distribution (formula 8) 

and according to Rayleigh distribution (formula 9). The obtained results are presented in Fig. 3. 

 

Fig. 3: Comparison between the degrees of technical wear of masonry walls according to  

exponential and Rayleigh distributions and the average results obtained in the evaluation. 

3. Conclusions  

The values of the degree of wear of the walls by the Rayleigh distribution was verified using Student t 

test. Assuming a 5% chance of error in applying (p = 0.05), and the number of degrees of freedom is 19, 

the critical value of the test is 2.0930. The test result in the study was 2.16817, which means that the 

results are statistically significant for the level of p = 0.05. 

The results of technical wear of buildings in Gorzow Wlkp. confirm the effectiveness of the proposed 

method of the determination of the degree of technical wear with the use of Rayleigh distribution. The 

average values of the degree of technical wear determined in situ inconsiderably varied from the proposed 

charts in Rayleigh distribution. 
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Abstract: This paper deals with comparison of three commonly used modal parameter estimation methods 

(Pick Picking, Least Square Complex Exponential and Eigensystem Realization Algorithm) in order to judge 

about their accuracy and limitation. There have been invented a great amount of modal parameter 

estimation techniques in the field of experimental modal analysis. However, there is not universal method 

which would be suitable for every possible structure and/or with acceptable accuracy. As a test structure, 15 

degrees of freedom plane with given mass, damping and stiffness was chosen. The foundations of discussed 

methods are described, their implementation on the test structure is shown and finally, natural frequencies 

and damping obtained by analytical approach are compared with those estimated using mentioned 

techniques. In addition, mode shapes differences are illustrated by means of Modal Assurance Criterion. 

Based on these comparisons, an accuracy and limitation of the methods is summarized in the conclusion.  

Keywords:  Experimental Modal Analysis, Modal Parameter Estimation, Modal Assurance Criterion. 

1. Introduction 

Experimental modal analysis is used for the fast determination of the modal properties, determination of 

the structure vibration behavior or verification of finite element model and its correlation. There can be 

found a lot of methods that are used in an experimental modal analysis for determination of the modal 

properties (natural frequencies fr, damping br and mode shapes) from Frequency Response Function 

(FRF). None of those methods is perfect and none of them is suitable for all cases with guarantee of 

accuracy (Avitabile, 2001). The aim of this paper is to compare three commonly used modal parameter 

estimation techniques in order to judge their accuracy on the test structure, which is represented by 

simulated 15 degrees of freedom plane. 

2. Modal Parameter Estimation Methods  

According to operation domain, the modal parameter estimation methods can be divided into time-

domain and frequency-domain methods. There can be found methods, which work on single degrees of 

freedom (SDOF) systems only, and also more complex algorithms which work on multi degrees of 

freedom (MDOF) systems. As the representative of frequency-domain method, Least Square Complex 

Exponential (LSCE) was chosen. Eigensystem Realization Algorithm (ERA) is from group of the time-

domain methods and Pick Picking (PP) method stands for classical, SDOF system method. 

2.1. Pick Picking method 

This method is sometimes referred also as peak-amplitude method (Ewins, 1986). It is one of the simplest 

modal parameter estimation methods. Pick Picking method belongs to SDOF methods group and from 

this fact yields its great limitation. It works well just for structures with well-separated (uncoupled) modes 

and in addition, for structures with a “good” damping. For heavily damped systems the response at a 

resonance is influenced by more than one mode. On the other hand the accurate measurements at 

resonance are difficult to obtain for light-damped structures. The detailed description of the Peak Picking 

method can be found in Ewins (1986). 
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2.2. Least Square Complex Exponential method 

Least Square Complex Exponential (LSCE) method is representative of the frequency-domain methods. It 

operates on MDOF systems directly. This means that it is able to find all modes in frequency range of 

interest at once. Basically, this method fits a theoretical expression for frequency-domain transfer 

function on the measured data. The process itself is very sophisticated and has been optimized into time 

efficient and robust algorithm (Verbover, 2002; Cauberghe, 2004). Results of this method are natural 

frequencies, damping and, in this case, complex mode shapes. The only problem here is an unknown 

order of the system. This deficit is removed by using of a stabilization chart (Cauberghe et al., 2005). 

2.3. Eigensystem realization algorithm 

The Eigensystem realization algorithm (ERA) is the typical time-domain method, which was published 

by Juang and Pappa (1985). All details, together with mathematical proofs, can be found in this 

publication. The core of this method lies in finding state-space matrices of the system from a time-domain 

data. In case of the experimental modal analysis, an impulse response function (IRF) can be used instead 

of the time-domain data. The IRF is computed from FRF by means of inverse Fourier transform (Ewins, 

1986). Again, the problem is to determinate the system order, so similar stabilization chart has to be used 

as in case of LSCE.  

3. Application of the Methods on the Test Structure 

3.1. Description of the test structure  

The simulated plane with 15 DOF was used as a test structure. The rectangular plane (Fig. 1) has fixed 

supports on two sides and free edges on another two sides. Properties of the plane (mass and stiffness) 

were chosen and proportional viscous damping model was used for determination of the damping matrix. 

The exact modal properties of the plane were computed and will be used for comparisons. The theoretical 

frequency response functions (Fig. 1) were calculated by direct inverse method (Ewins, 1986). Seven 

close coupled modes of vibration can be found in frequency range 270 Hz – 370 Hz. 

 

Fig. 1: Simulated test structure (left: Geometry, right: Frequency Response Function). 

3.2. Setting of used modal parameter estimation techniques 

Every modal parameter estimation technique requires an influence of analysts (Avitabile, 2001). It needs 

to be judged about system order or choose an individual peak in the FRF. When we deal with MDOF 

systems identification techniques we have to define the system order. In general, this is not easy task 

since we don’t know the number of modes which are included in measured frequency range. Stabilization 

charts are constructed in order to remove this little disadvantage. It is convenient to mark a stable 

frequencies and damping in the stabilization charts. The stable, in this content, means that the frequencies 

and damping change just in small range of their values (usually 1% for frequency and 2% for damping) 

with different system order (Cauberghe et al., 2005).  

For the test structure, we were able to identify all 15 peaks in FRF using manual peak picking. The 

stabilization charts of ERA and LSCE for our test structure can be seen in Fig. 2. ERA products cleaner 

stabilization diagram, however, the setting of ERA for successful identification (Caicedo, 2011) is more 
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complicated than setting of LSCE. In every case, both methods were able to identify all 15 modes with 

required accuracy.  

 

Fig. 2: Stabilization charts (left: LSCE, right: ERA). 

3.3. Comparison of natural frequencies and damping 

The comparison of natural frequencies and damping is made by graphical method that is described in 

Ewins (1986) and the results are plotted in Fig. 3.  
 

 

Fig. 3: The comparison of natural frequencies and damping. 

It can be seen from these graphs that estimated natural frequencies are almost independent on the used 

estimation method. On the other hand, the damping, which is estimated by PP method, varies from 

analytical, LSCE and ERA values. The most differences can be found in the close coupled modes where 

the values of estimated damping are different of up to 300% from analytically calculated damping. 

3.4. Comparison of mode shapes 

Naturally, it would be possible to compare mode shapes from different method by overlap them into one 

graphs. But picture like this would be confusing and comparison would be uneasy (Ewins, 1986). 

Therefore, numerical methods have been developed for comparison of the mode shapes. One of the most 

used parameter is a Modal Assurance Criterion (MAC). The MAC is scalar value designed for two mode 

shapes from different sets (e.g. predicted vs. measured). It can be used for real and even for complex 

mode shapes. Modal Assurance Criterion indicates the degree of correlation between two mode shapes 

(Ewins, 1986). If the mode shapes are similar (or identical) the MAC values is equal or close to one, 

different mode shapes produce zero or almost zero MAC value. The MAC values from different 

combinations of mode shapes can be written into matrix and subsequently plotted. Comparison of the 

mode shapes obtained by PP and LSCE with analytical mode shapes is made in Fig. 4.  
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Fig. 4: The comparison of mode shapes (left: Analytical vs. PP, right: Analytical vs. LSCE). 

From Fig. 4 can be observed that mode shapes produced by PP are very inaccurate in area of coupled 

modes. Mode shapes produced by LSCE are highly similar with analytical mode shapes.  

4. Conclusion 

The paper presented the comparison of modal parameter estimation methods. Three commonly used 

methods were chosen – Pick Picking, Least Square Complex Exponential and Eigensystem Realization 

Algorithm. The assessment about the quality of methods was based on comparison of modal properties. 

All frequencies estimated by these methods corresponded with analytical very well. However, the 

damping was different in the case of Pick Picking method. From the comparison of mode shapes by 

means of Modal Assurance Criterion it could be found the same trend i.e. the mode shapes estimated by 

Pick Picking method were not determined very well.  

From these comparisons clearly state that Pick Picking method fails in case of the close coupled modes of 

vibration. Least Square Complex Exponential method and Eigensystem Realization Algorithm show very 

good performance in area of close coupled mode shapes, but the estimation itself requires more 

computing time and has higher demands on the quality of the measured FRFs.   
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Abstract: The paper presents the structure of a mechanical device for the support of a human lower limb or 

for rehabilitation in the sagittal plane. The device has a parallel - serial mechanical structure. Three linear 

actuators with indirect displacements were used as executive devices. Inverse kinematics model was built for 

the mechanical design. The input signals for the model are angular displacements in the joints of the human 

lower limb. The outputs of the model are the displacements of the rods pistons actuators. The article presents 

the results of measurements of angular displacements using of the laboratory station for the determination of 

angular displacement in the joints of the lower limb. The paper also presents the displacement of the 

actuators in a function of angular displacements. 

Keywords:  Inverse kinematic, Rehabilitation, Support system. 

1. Introduction 

The subject of the paper is the kinematic analysis of the mechatronic device, which is designed to assist 

the human lower limb motion in a plane perpendicular to the axis of rotation of the knee joint of human. 

The mechanical structure is show in Fig. 1a. In Fig. 1b the kinematic diagram of the device is presented. 

               
                                          a)                                                                   b)              

Fig. 1: The device for the rehabilitation of the human lower limb: a) mechanical structure;  

b) Kinematic diagram of the device. 

                                                 
* Michal Ostaszewski, MSc.: Department of Automatic Control and Robotics, Faculty of Mechanical Engineering, Bialystok 

University of Technology  Wiejska 45C, 15-351 Bialystok, Poland, m.ostaszewski@pb.edu.pl 
** Prof Franciszek Siemieniako: Department of Automatic Control and Robotics, Faculty of Mechanical Engineering, Bialystok 

University of Technology  Wiejska 45C, 15-351 Bialystok, Poland, f.siemieniako@pb.edu.pl 

464



 

 3 

The device was designed to support the muscular system and to enforce the correct movements in the 

respective joints of the lower limb of a man during rehabilitation. The correct movements and trajectories 

are forced by the person which coordinate the rehabilitation by using the test station for angular 

displacements. 

The device consists of components connected in joint in class V. Groups of components consist of two 

serial and one parallel structures. The used parallel structure increases the operating range of the device. 

In the mechanical design three electric linear actuators with indirect displacement are placed 

(Siemieniako, 2013). The input signals for the model are the angular displacement in the joints of the 

human lower limb. The outputs of the model are the displacements of the rots pistons actuators. The 

required range of motion and orientation of the executive actuator are determined experimentally using 

laboratory station for angular displacements in the joints of the lower extremities in the sagittal plane. 

(Ostaszewski, 2013).  

2. Mathematical Model 

To determine the inverse kinematic model for the mechanical structure the equations of motion of piston 

rod actuators as functions of angular displacements 1 , 2 , 3 have been designated: 

 

1 1 1 2

2 2 1 2

3 3 3

( , ),

( , ),

( ),

w f

w f

w f

 

 









 (1) 

where: w1, w2, w3 - displacements of piston rods of the actuators 1, 2, 3. 

In order to determine the equations of inverse kinematics the simplified model equations of angular 

displacements have been developed, as a function of the displacements  relative to axes OX, OY, and the 

orientations of feet relative to the initial base:  
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The final form of the equations describing the inverse kinematics of the support mechanical device have 

been written as follows: 
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3. Range of Motion of the Device 

In order to verify the device for the support of the lower limb the simulations of the required range have 

been performed. Schematic structure of the simulation was shown in Fig. 2. 
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Fig. 2: Schematic structure of the simulation model. 

The input signals to the system are displacement in the joints for the human lower limb. Signals have 

been collected using the laboratory station to measure the position of the angular displacement. The 

process of measurement and the laboratory station is described in (Ostaszewski, 2013). Using the station 

measurements of angular displacements are realized by six 12 bit hall effect absolute encoder. The 

encoder is installed in the joints of measurement station. The joints directly map the movements of 

individual joints (hip, knee, ankle) lower limb during the test. Sampling frequency was equals was 1 kHz. 

The maximum height of persons who have been subjected to the tests is 1.95 meter. In the procedure 

angular displacement which was collected on the measuring station were converted to global coordinates 

of movement and orientation of the human feet. Then by using the equitation inverse kinematics the 

signal were transformed into angles and then the displacements of rod cylinders mounted on the devise. 

Fig. 3 presents measurements of the position and orientation of the human foot in XOY plane for the left 

leg in normal walking phase at a speed of 0.15 m/s. The measurement was for 1.95 meter high person. 

The distance between the hip joint and the knee joint was 0.47 meter and between the knee joint and the 

ankle was 0.5 meter. Required displacements for the actuators are shown the Fig. 4. 
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Fig. 3: Time charts of angular displacements during normal walk. 

 
Fig. 4: Time charts of the movements of the actuators as answer to the angular displacement. 

4. Conclusions  

The rehabilitation device for the lower limb is equipped with actuators of the maximum rod output stroke 

equal, respectively for actuator 1 - 0.15 m, actuator 2 - 0.15 m, actuator 3 - 0.10 m based on the designed 

inverse kinematics model. We can observe that the designed structure and the maximum displacements 

for actuators are in allowable ranges. A further step will be design of a dynamic model of device for 

rehabilitation. The dynamic model will be used to investigate the regularity of selected cylinders due to 

the generated power.  
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Abstract: The present article deals with time optimization of the valve manifold by differential evolution 

algorithm. The adjustable valve manifold is a part of the experimental energy regeneration circuit for heavy 

vehicles with hydrostatic drive. The optimization process is based on a numerical model of the experimental 

rig, which is a scaled model of the real hydrostatic drive of the heavy vehicle. 

Keywords:  Differential evolution algorithm, Optimization, energy regeneration, Efficiency. 

1. Introduction 

Reduction of vehicle fuel consumption is nowadays a significant technical problem in many heavy 

vehicle categories, e.g. construction vehicles described by Baseley et al. (2007). Recently, Brno 

University of Technology and Bosch Rexroth Company have been collaborating on the device for energy 

regeneration for heavy vehicles equipped with a hydrostatic drive. An experimental rig was assembled to 

simulate the hydrostatic drive of the real vehicle in a particular scale (Nevrlý et al., 2013). A correct 

operation of suggested device depends on the valve manifold which selects between the normal operation 

and the energy regeneration. Therefore a certain degree of optimization of the process is required to 

achieve high efficiency of device operation. This article deals with time optimization of the valve 

manifold by differential evolution algorithm. The acceleration mode of the experimental rig with energy 

regeneration is the subject of the optimization process. 

2. Experimental Rig and its Simulation Model 

Fig. 1a shows a simplified hydraulic circuit of the experimental rig. There are depicted all the valves (V1 

to V6) in the valve manifold; its time sequence setting is the subject of the proposed optimization. 

 

Fig. 1: a) Experimental rig diagram; b) Time response of selected quantities for the model verification. 
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A simulation model of the rig was assembled in the Matlab/Simulink/SimHydraulics. It was verified 

by comparison of the results obtained by simulation and by measurement on the experimental rig in 

various operational modes. Time responses of the selected physical quantities depicted in Fig. 1b confirm 

a good agreement between the simulated and measured results. Thus the suggested simulation model 

is suitable for the optimization of valve timing. 

3. Optimization of the Valve Control Signal Timing for Accel and SetRPM Mode Transitions 

The experimental rig is capable to simulate the same operational modes as those found a real vehicle.  

The operational mode, which simulates the hydrostatic drive, is called SetRPM. It is possible to change 

the settings of the throttle which controls output revolutions of the hydraulic motor. Another operational 

mode called Decel simulates braking with active energy regeneration where the energy of braking 

is stored into the high pressure accumulator. The operational mode called Accel simulates acceleration 

of the experimental rig with active energy regeneration which utilizes previously stored energy. The 

article deals with the optimization of the acceleration process with energy regeneration; therefore 

transitions between SetRPM and Accel are considered. This operational mode is the most significant 

regarding the highest possible efficiency to be achieved. 

3.1. Working cycle 

The SetRPM mode with a zero throttle is the initial state of simulation. After 0.5 s, it is switched to the 

Accel mode with 51% throttle which is approx. 1 500 RPM of the motor. There are only two valves in the 

manifold switched (namely V4 and V6) within this transition, the other valves remain in the initial state. 

The accumulator becomes discharged after 1 s, therefore Accel switches back to SetRPM mode with the 

throttle remaining at 51%. This time, valves V4, V5 and V6 are switched if it is required. 

3.2. Control signal timing 

The timing vector is defined as follows: 

          (                               ) (1) 

Where R1 represents the initial operational mode and R2 is the mode to which the experimental rig 

is switched. Elements of the vector       determine a time delay of the valve control signal in 

milliseconds. The time delay is calculated from the moment of change of the operational mode from R1 to 

R2. 

3.3. Purpose function 

Maximum efficiency of the system is required providing:  

   
  

  
 (2) 

where kinetic energy E2 of the flywheel is determined by angular velocity and moment of inertia: 

    ∫        
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and E1 is energy consumption of the electromotor driving the test rig. This energy is replaced by energy 

E0 for the optimization purposes. E0 is defined as an integral of the true input power of the electromotor 

Pem decreased of true input power of the steady state Pst (losses): 

    ∫                  
    

 
 (5) 

                 
         

         
 (6) 

where Pst1 and Pst2 are true input power values of the electromotor in steady states before and after 

the experiment. In similar way,      and      are values of the flywheel angular velocity before and after 

the experiment. 
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The purpose function formula based on equations (3, 5) is: 

     
  

  
 (7) 

Some penalization is needed of non-feasible solutions. The criterion of the solution feasibility is met 

when there is zero flow         through the safety valves. Therefore coefficient kp is introduced.  

    {
              〈       〉

             
 (8) 

The time of the experiment is expressed by interval 〈       〉  

3.4. Description of optimization algorithm 

The algorithm of differential evolution (Price and Storn, cited 2013) was used for optimization of time 

vectors               and               and their elements. It is a stochastic population based optimization 

algorithm. The algorithm works over a set of candidate solution vectors Pg, where g represents a number 

of iteration. New elements of the solution vector group Pg+1 are obtained from N vectors from previous 

solution Pg by the following method:  

1. Assembly of the noise vector (Wang and Jiang, 2009): 

                                  (9) 

where       ,      is base vector,          and          are random vectors selected from   . 

The amplification factor  affects the rate of convergence. 

2. Assembly of the trial vector        with regarding that the elements of the vector        should 

be swapped with corresponding elements of the vector      with probability   . 

3. Calculation of the purpose function          . 

4. Vector with the highest value of the purpose function is selected from      and       . The 

selected vector is placed into a group of new solution vectors. 

The algorithm was implemented on .NET platform. An assessment of quality of the optimization output 

(calculation of the criterion value) was conducted with verified simulation model in Matlab/Simulink. 

The group of solutions contained 150 solution vectors. The terminal condition of the process was a zero 

increase of the purpose function value after 50 iterations. The F factor has a constant value of 0.5 during 

the entire solution process. 

4. Results 

At first, a simulation was conducted of the efficiency of pure hydrostatic drive in acceleration according 

to the working cycle. Only the SetRPM operational mode is used. Thus all valves remain in the initial 

state and no time vector is needed. The energy consumption of the electromotor is             and 

kinetic energy of the flywheel is           . Overall efficiency of the cycle obtained according to the 

equation (2) is         . 

Subsequently the working cycle with active energy regeneration was simulated. Provided there 

is no particular timing of the valve control signals, thus 

                           ,                            

the energy consumption of the electromotor is             and obtained kinetic energy of the flywheel 

is           . Overall efficiency is         . Therefore the energy regeneration system is capable 

to increase the overall efficiency of the hydrostatic drive by 8.13%. The efficiency of driveline can be 

further improved by the optimization of the energy regeneration process. 

Introducing optimized time vectors 

                              ,                                
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we can obtain the electromotor energy consumption              and flywheel kinetic energy 

             The overall efficiency is         . Optimization of the process yields another 2.4% 

increase in the efficiency according to the operational conditions used. 

A comparison of simulated results is shown in Fig. 2. There are time responses of the electromotor true 

power and time response of the velocity. 

 

Fig. 2: Time response of selected simulated quantities. Hydrostatic drive mode – dashed;  

Energy regeneration active – dotted; Energy regeneration active and optimized – full. 

5. Conclusions 

The optimization of the selected operational mode with differential evolution algorithm results in 10.5% 

increase in the overall efficiency of the system in contrast to a non-optimized system. Another process 

which requires a similar optimization is the Decel operational mode where a pressure accumulator 

is charged with the energy of braking. The volume of the pressure accumulator should also be optimized. 

Considering the aforementioned optimization, there is a good possibility to achieve up to 16% increase 

in simulated efficiency of the drive with energy regeneration in comparison to the pure hydrostatic drive. 

Subsequently, simulated results should be verified by experiments on a testing rig. It is expected that the 

experimentally obtained efficiency of the system should be a maximum of 3% lower due to some minor 

simplifications of the mathematical model. 
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Abstract: Ab initio density functional theory (DFT) has been used to investigate the thermal properties of 

the CuBr0.5Cl0.5 alloys over a wide range of temperature. Using the quasiharmonic approximation (QHA) for 

the some physical quantities of interest such as heat capacity at constant volume and entropy are calculated 

and discussed. The theoretical results show good agreement with the available experimental data for CuBr 

and CuCl. The present results show that symmetric and asymmetric structure of CuBr0.5Cl0.5 have a good 

agreement with the calculatingly value for heat capacity. 

Keywords: DFT, PWSCF, Thermodynamics properties, CuBr0.5Cl0.5. 

1. Introduction 

During the last three decades, the CuX (X = Br, Cl and I) have been a subject of many theoretical and 

experimental studies. The CuX compounds are big direct gap semiconductors, which crystallise at 

ambient condition in the cubic NaCl structure, and posses 10 valence electrons instead of eight for 

common zinc-blend and wurtzite III-V and II-VI compounds. The copper halides are prototype materials 

for nonlinear optical experiments (Konigsberg and Schrunner, 1989).They found renewed interest 

because of the possibility of producing microcrystals (Frohlich et al., 1971). As promising candidates for 

photosensitive and semiconducting materials, copper halides attract much attention and several theoretical 

and experimental results have been reported (Blacha et al., 1986; Hsueh and Maclean, 1995). The copper 

halides CuBr and CuCl crystallize under ambient conditions in the zinc-blende structure. A closer look at 

the structural properties of I-VII semiconductor alloys made possible by more measurements (Endo et al., 

1993) reveals, however, that these alloys form a complete solid solution. In 1998 the band structures of 

CuCl1-xBrx (Heireche et al., 1998), CuCl1-xIx (Bouhafs et al.,1998) and CuBr1-xIx (Bouhafs et 

al.,1998) alloys are used tight-binding (TB) theory within the virtual crystal approximation (VCA) 

studied. The miscibility of copper halides is studied by using a three-body potential (Sekkal et al., 1999). 

The electronic structure and disorder effects in copper halides alloys are studied by using the full potential 

linearized augmented plane wave (FLAPW) method (El Haj Hassan and Zaoui, 2001). It is showed that 

X-ray diffraction patterns of CuBr1-xIx crystals indicated a cubic zinc-blende structure and is showed 

that the lattice parameter changed linearly without changes in the crystal structure (Bouhafs et al., 1998). 

In this paper we present a first principles study of the ground state and thermodynamic properties of 

CuBrxCl1-x compounds by employing plane wave pseudo-potential method and density-functional theory. 

The paper is organized as follows. In Section 2, we briefly review the computational method used. In 

Section 3, the result of our calculations are presented and discussed. Finally, a summary of the work will 

be given in Section 4. 

2. Methods  

The present theoretical calculations are performed using the PWSCF software package (Baroni et al., 

2001). During first-principles calculations, the exchange-correlation functional is treated with GGA 

Perdew–Wang 91 (Perdew and Wang, 1992; Perdew et al., 1992), in which the expansion of the 

augmentation charges is required. The core-valence electron interaction is described via ultrasoft 

pseudopotential (Vanderbilt, 1990). For the eight atom supercell considered here (Fig. 1), many possible 
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atomic arrangements may exist for the alloy. The unit cell contains four Cu atoms, two atoms of Cl and 

two atoms of Br, where the tetrahedral nearest neighbor environment of each Cl or Br atom is 4 Cu atoms 

in the symmetrical type that showed in Fig. 1a and the Asymmetric type that showed in Fig. 1b. The basis 

set is truncated to a kinetic energy cutoff of 36 Ry for Symmetrical type of alloy and a kinetic energy 

cutoff of 37 Ry for Asymmetric type. The Brillouin-zone integrations are performed using a 5×5×5 grid 

mesh of Monkhorst-Pack scheme for both. With QHA, a fourth-order finite strain equation of state (EOS) 

(Silveira et al., 2006; Karki and Wentzcovitch, 2000;Wu and Wentzcovitch, 2008; Sun and Umemoto, 

2008; Li et al., 2012) is used to obtain the Helmholtz free energy F(T,V) at various temperatures. From 

the Helmholtz free energy, several physical quantities of interest are obtained, which are as a function of 

temperature. 

                

                                              a)                                                   b)  

Fig. 1: Schematic picture of the possible atomic arrangements of Cu in the CuBr0.5Cl0.5 cubic supercell. 

(a) shows the symmetrical and (b) shows the Asymmetric type. 

3. Results and Discussion 

3.1. Structural properties 

CuBr0.5Cl0.5 has two CsCl-type simple cubic structures with space group of F43m (Dwight, 1959). As 

shown in Fig. 1, its unit cell has three kinds of atom with lattice constant a = 5.62 A° for asymmetrical 

type and a = 5.61 A° for symmetrical type. We first determine the ground-state structural parameters of 

symmetrical and asymmetrical of CuBr0.5Cl0.5.The ground state properties are obtained by minimization 

of the total energy with respect to the unit cell volume V, which is directly related to the lattice constant. 

Our results of CuBr0.5Cl0.5 crystals indicated a cubic zinc-blende structure and showed that the lattice 

parameter changed linearly with Br: Cl concentration ratio without changes in the crystal structure.  

3.2. Thermodynamic properties 

The thermodynamic properties of CuBr0.5Cl0.5 can be determined in detail by the entire phonon spectrum. 

The quasi-harmonic approximation can describe such properties quite satisfactorily. In the present work, 

the more explicit forms of the phonon contribution to the entropy S, and constant-volume specific heat 

Cv, at temperature T, in the harmonic approximation per unit cell are given (Lee and Gonze, 1995) as 

follows: 

 

max

VC ( )d





    
        

   
2

2

B B
0

3nNk csch g
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S ln sinh ( )d




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     
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3nNk coth 2 g
2k T 2k T 2k T

 

(2) 

Where k  is the Boltzmann´s constant, h is the Planck´s constant, n is the number of atoms per unit cell, 

N is the number of unit cells, ω is the phonon frequencies, ωmax is the largest phonon frequency, and 

g(ω) is the normalized phonon density of states.  

The variation of entropy with temperature for CuBr0.5Cl0.5 is given in Fig. 3. Entropy is a measure for the 

disorder of the micro-particle in thermodynamic system. The change of entropy can determine whether a 

thermodynamic process is a reversible process. The lattice contribution to the Cv is calculated and shown 

in Fig. 2. In the low-temperature limit, the specific heat exhibits the expected T
3
 power-law behavior and 
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approaches at high temperatures the Dulong- Petit limit of Cv = 3nNkB = 74.830 J/mol K. Due to the lack 

of experimental or other theoretical values existing on the thermodynamics for comparison with our 

results, we have calculated the thermodynamic properties for a number of materials such as CuBr and 

CuCl to further test of our computational methodology. Theory and experiment show satisfactory 

agreement within the limitation of the PWSCF program and the harmonic approximation. Here, we just 

list the calculated results S and Cp for CuBr and Cucl in Tab. 1 together with the corresponding 

experimental data (Cox et al., 1989; Pedley, 1994; Gurvich, 1994). CuBr has a cubic symmetry structure 

and two kinds of atoms with lattice parameters of a = 6.695A°, the Cu atom occupies the (0, 0, 0) site and 

Br atoms occupy the (1/4, 1/4, 1/4) site. The calculated lattice parameters are 6.706A°. Compared with 

the experimental results, the maximal deviation is only 0.16%, a normal agreement by GGA standards. 

The good agreement for CuBr can predict that the calculated thermodynamic properties of CuBr0.5Cl0.5 

can also be at the same level of accuracy. Our calculated results can be seen as a prediction for the future 

investigations. 

Tab. 1: The calculated thermodynamic functions for CuBr and CuCl compared with experimental results. 

 

S(J/molK) 
 

Cp(J/molK) 
 

ΔH(kJ/mol) 

Cal. Exp. Cal. Exp. Cal. Exp. 

CuBr 

CuCl 

95.7 

85.8 

96.1 

86.2 

54.1 

48.1 

54.7 

48.5 

-104.1 

-136.9 

-104.6 

-137.2 

 

 

 

 

 

 

 

 

 

Fig. 2: Calculated temperature dependence of heat capacity of CuBr0.5Cl0.5 at constant volume (CV) 

for symetrical and asymmetrical type. 

 

 

 

 

 

Fig. 3: Variation of entropy S with temperature T for symetrical and asymmetrical type. 

4. Conclusions 

In summary, the calculation of thermodynamic properties of CuBr0.5Cl0.5 using DFT and pseudo-potential 

methods are performed. The heat capasity is found to be in good agreement with the calculatingly value 

(dulong petit value) with the error less than 0.19%. Finally, we predicate the important thermodynamics 

properties including the entropy and constant-volume specific heat within the quasi harmonic 
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approximation (QHA). Our thermodynamic calculations of CuBr0.5Cl0.5 compound is showed similar in 

symmetrical and asymetrical type and will certainly be very useful for the interpretation of future 

experiments. 
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Abstract: The inwardly rectifying potassium current IK1 is one of the principle ionic currents responsible for 

repolarization phase of mammalian action potentials (APs). To estimate the impact of individual ionic 

currents on AP configuration, mathematical models have been widely used. In this study, we compare the 

effects of alcohol-induced changes of IK1 on AP duration (APD) as simulated in four recently published 

computer models of human ventricular cells. As expected, increasing or decreasing IK1 conductance by 20% 

respectively caused a shortening or a lengthening of APD. However, the effect was largely model-dependent, 

ranging from 1% to about 15% change of APD. Given the conflicting available experimental data on the 

features of IK1 in human ventricular myocytes there is a need for a set of well-established end-point 

constraints for a reliable human ventricular myocyte model to be generated. 

Keywords:  Cardiac cell, Action potential, Inward rectifier potassium current, Quantitative modelling.  

1. Introduction 

In our recent work, we studied the effects of ethanol on the inward rectifier potassium current (IK1) in 

adult rat ventricular myocytes (Bébarová et al., 2013). The results showed that ethanol affects IK1 in dual 

ways; it causes an inhibition of IK1 at very low concentrations up to 0.8 mM (equivalent to ~0.37‰ of 

ethanol in the blood) and an increase at concentrations above 20 mM (equivalent to ~0.92‰ of ethanol in 

the blood). To simulate the functional consequences of these changes of IK1 on human cardiac cells we 

decided to use our own and three other recently published models of human ventricular myocytes 

(Hrabcová et al., 2013; O’Hara et al., 2011; Fink et al., 2008; Iyer et al., 2004) for comparison. 

Surprisingly, changes of IK1 led to substantially different effects on AP in these four models indicating 

different sensitivities of the models to IK1 variations.   

2. Methods  

To compare the sensitivity of action potential (AP) to changes of IK1 in recently published models 

selected for this study (Hrabcová et al., 2013; O’Hara et al., 2011; Fink et al., 2008; Iyer et al., 2004), we 

performed simulations of APs and IK1 at 1Hz stimulation at steady-state (after 300 s stimulation – control 

conditions) and after an increase and decrease of IK1-channels conductivity (gK1) by 20%. In each case, 

AP duration at 90% repolarisation (APD90) and relative change of APD90 were evaluated.   

The simulations on our model (Hrabcová et al., 2013) were performed using the computational system 

MATLAB 7.2 (MathWorks, Natick, MA, USA) and the solver for stiff systems ODE-15s. Simulations on 

the other models (O’Hara et al., 2011; Fink et al., 2008; Iyer et al., 2004) were performed using the 

computational environment for cellular modelling, CORv.0.9.31.1409 (Dr. Alan Garny), and the CellML 

codes of the models available at http://models.cellml.org/electrophysiology. 
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3. Results 

Fig. 1 shows the simulated APs using all four models under conditions described in methods. In all cases, 

as expected, the 20% decrease of gK1 caused a reduction of IK1 and, consequently, a prolongation of AP 

duration. Analogically, the 20% increase of gK1 resulted in an increase of IK1 and subsequent shortening of 

AP duration. However, as evident from the figure, the potencies of the IK1 changes to affect AP were 

substantially different in these models.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Simulations of APs and IK1 in 1Hz steady-state (control conditions - red lines) and after decrease 

or increase of gK1 by 20% (blue and green lines respectively) using the models of human ventricular 

cardiomyocytes recently published by: a) Hrabcová et al. (2013) ;b) O’Hara et al. (2011); c) Fink et al. 

(2008); and d) Iyer et al. (2004). APD90 stands for the duration of action potential at 90% of 

repolarisation. 

Fig. 2 shows that the highest sensitivity of AP to changes of IK1 was found in the model of Hrabcová et al. 

(2013) where the 20% decrease of gK1 caused a relative increase of APD90 by 14.5% and the 20% increase 

of gK1 caused a relative decrease of APD90 by 10.1%. On the contrary, the lowest sensitivity of AP to 
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changes of IK1 was exhibited by the model of O’Hara et al. (2011) where the same changes of gK1 resulted 

in only 1.2% increase and 1.4% decrease of APD90, respectively. 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Comparison of relative increase and decrease of APD90 (blue and green columns respectively) 

evoked respectively by a decrease or increase of gK1 by 20% from control values in the models of human 

ventricular cardiomyocytes recently published by Hrabcová et al. (2013), O’Hara et al. (2011),  

Fink et al. (2008) and Iyer et al. (2004). 

4. Discussion and Conclusions 

The prominent differences between sensitivities of APD to changes of IK1 in the explored models reflect 

the inconsistencies in mathematical description of IK1 properties due to the lack of experimental data from 

human ventricular cardiomyocytes gathered up to date. The highest sensitivity was observed in the model 

of Hrabcová et al. (2013) with formulation of IK1 based on the description in Iyer et al. (2004) while the 

lowest sensitivity was found in the model of O'Hara et al. (2011). 

During the last decade, other comparative studies have been published in an effort to define the 

contribution of individual components of potassium current to repolarization of the AP. For example, 

Fink et al. (2006) have compared ten Tusscher et al. (2004) and Iyer et al. (2004) models and have 

concluded that the effects of a fixed percentage reduction of IK1 give rise to significantly different 

prolongation of AP in these two models. However, they noted that it was not possible to determine 

unequivocally which of these models would be more reliable for simulation of AP repolarization because 

reliable data on IK1 in human ventricle were not available in the whole range of physiological voltages. In 

2008, Fink et al. reformulated IK1 to better reproduce the data obtained from human ventricular myocytes 

in their new model. Later on, Grandi et al. (2010) proposed an improved computational model of the 

human epicardial and endocardial myocytes, based on some of the best features of previous models 

combined with newer data. IK1 blockade increases APD rather modestly in these two later models 

consistently with other published experimental data (Rudy et al., 2008).  

Nevertheless, the experimental results related to the properties of IK1 in human ventricular myocytes are 

not yet complete, and the sample size of available data sets is too small so far. Because of ethical reasons, 

it is practically impossible to study sufficient numbers of normal human cardiac cells to fully characterize 

their electrophysiological properties. On occasion, experimental animal models can help to fill important 

gaps in the missing data. They should be, however, used with caution. For example, IK1 changes appear to 

affect the APD considerably more in guinea pig (Miake et al., 2003) and dog (Jost et al., 2013) than in 

human cardiomyocytes. 

In conclusion, the formulation of IK1 in the models of Fink et al. (2008) and Grandi et al. (2010) seem to 

be currently best adjusted to available measured experimental data from human cardiomyocytes and will 

likely provide the most reliable view on the effect of ethanol induced block of IK1 on action potential in 

human ventricular cells.  
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Abstract: The present article deals with the results of research into vibration impacts on a low-permeable 

coal seam. A method is described of how to create additional systems of cracks for array degassing to ensure 

its safe preparation. The result of vibration impact of on the coal seam was an increase in internal surface 

and pore volume of coal. Experimental vibration impacts on the coal seams have shown an increase in its 

absorption capacity, which ensured the extra impregnation of micro-pore volume of working fluid. With 

resonance system, the amplitude of the pressure fluctuations may significantly exceed its static value; for its 

assessment, however, it is necessary to know the characteristics of fluid viscosity, as they will determine the 

value of this amplitude. A proposed method of vibration impact is used to excite waves in a well filled with 

fluid, to transfer energy to the coal seam and to create new systems of formation of additional cracks for 

methane release from remote parts of coal seam. 

Keywords:  Vibration impact, Coal seam, Crack, Methane release, Well, Permeability, 

Hydrodynamics.  

1. Introduction 

The problem of effectively controlled impact on low-permeable coal seam for intensification of methane 

release from coal is a very current issue. A coal seam should be seen as a typical example of a cracked 

porous medium. A coal seam always has a block structure caused by the presence of cracks of different 

origin. The coal seam subjected to hydrodynamic impacts appears to subsequently develop a network of 

cracks; thus the seam acquires the properties of block-cracked medium. A distinctive feature of such a 

medium is that the releasing methane is filtered out of the micro-cracks of that part of the blocks; these 

cracks are artificially created during hydrodynamic impacts in the seam, along the large cracks to the 

well, and then - via the system of trunk cracks - through the well to the surface (Shcherban et al., 1958). 

The output of well hydro-impacting in this medium is defined as the permeability of cracks, and the rate 

of gas release from the blocks. The resulting average size of blocks in the seam is estimated 5-15 m. 

The main disadvantage of the method of hydro-impacted coal seams is non-uniform processing of the 

array associated with on-going use of only basic systems of natural cracks in the coal seam, which 

significantly limits the number of ways how to avoid sudden outbursts of coal and gas and how to achieve 

a deep and uniform degassing of coal-bearing stratum. Therefore, apart from advantages, hydro-impacting 

has significant drawbacks.  

The objective of this research is to use vibration impacts as part of a comprehensive impact, joining 

together and using all the advantages. Vibration impacts combine the advantages of all the above 

methods, while avoiding their main disadvantages. 

2. Results of Vibration Impact on Low-Permeability Coal Seam 

The research carried out into vibration impacts on a low-permeability coal seam both via surface wells 

and also via underground holes showed that this is the way how to create additional systems of cracks for 

degassing of the array to ensure its safe preparation. The result of vibration impact on the coal seam was 
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an increase in internal surface and pore volume of coal. Experimental works related to the impact of 

vibration on coal seams have shown an increase in its absorption capacity, which ensured the extra 

impregnation of micro-porous volume of working fluid. This caused the increase of moisture content in 

micro-porous volume of coal and the subsequent extra desorption of coal-bed methane, which resulted in 

the increase of depth of degassing in coal seam. The article refers to the results of research into changes in 

hydrodynamics during vibration impacts on a low-permeability coal seam through a well from the 

surface. When impacting through the well from the surface, the increase in permeability of the coal seam 

is evident; this is confirmed by the change in seam hydrodynamics and the increase in gas-releasing 

surface. 

If the system resonates, the amplitude of pressure fluctuations may significantly exceed its static value; 

however, for its assessment, it is necessary to know the characteristics of fluid viscosity in the well, 

because in particular they will determine the value of this amplitude. 

The proposed method of vibration impact is used to excite waves in a well filled with fluid with the aim 

to transfer energy to the coal seam to create new additional systems for formation of cracks enabling the 

methane release from remote parts of coal seam (Ettinger, 1966). 

According to this, in the lower part of the well, the conditions are created for resonance and transfer of 

vibration energy to the coal seam, which ultimately leads to the increase in seam permeability of up to 30-

60%, formation of additional (2-3) systems of cracks, and after removal of water from the well, methane 

is released in the amount of 40-70%. 

Laboratory experiments in low-frequency range of 1-100 Hz established that in the initial period of 

impacting (frequency 10-20 Hz) and in the final period (frequency 60-80 Hz), the activity of methane 

release from coal samples was low. When coal samples were exposed to vibrations in the range of 30-40 

Hz, the methane release is enhanced, a maximum of degassing occurs, which is confirmed by the 

occurrence of the additional system of coal cracks (Pavlenko, 1999). 

At the same time, depending on the frequency and amplitude and on the ratio of these values, a different 

energy impact occurs, which was established by the intensity and rate of methane release. 

It is necessary to mention that the main characteristic of degree of impact on the medium is not the 

amplitude but the energy of vibrations E and, to some extent, vibration acceleration G, which are 

proportional, as follows: 

22 AE ;                                    

2 AG , 

where:  A is amplitude of vibrations, 

 ω is frequency of vibrations. 

A characteristic of the equipment used is such that the amplitude of the emitted signal decreases with the 

increasing frequency. This dependence in the specified range of frequencies can be approximated as 

follows:  

 baA . 

On the basis of experimental data (the triangles in Fig. 1), the coefficients a and b are equal,  

a = - 4.6 •10
-5

 and b = 4.5•10
-3 

respectively, where a is the amplitude independent of the frequency 

(reference frequency); b – the value of amplitude decrease depending on the frequency.  

Dependences of vibration energy and vibration acceleration on the frequency are presented in Fig. 1. As 

follows from these graphs, in the used frequency range, the energy maximum falls on frequencies of order 

40 - 50 Hz and acceleration of vibrations is 60-70 Hz. 

With the aim to achieve qualitative assessments, it is necessary to consider the simplest model - a coal 

particle lying on a vibrating base. As noted above, an effective impact requires a separation of coal 

particles from the surface of vibrating base and their subsequent collision. If this impact is totally inelastic 

(which fully corresponds to the conditions inside the coal seam), optimum of G is achieved at maximum 

difference of speeds in the moment of impact. 
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a) 

b) 

Fig. 1: Dependence of: a) energy of vibrations and b) acceleration of vibrations on frequency. 

A separation condition is determined by the ratio of vibrating basis acceleration Aω2 and free-fall 

acceleration:  

gA c 
2

, 

where c - critical frequency when the coal is separated from the colliding basis  

A

g
c 

. 

Accordingly, if the average amplitude of vibrations in the experiments was 3.5 mm, the critical frequency 

was equal to ω ~ 35 Hz. It is this frequency that determines the lower limit of the range of optimal impact. 

As noted above, in relation to coal seam conditions, the existence of resonant frequencies, the impact on 

which is the most effective, is explained by internal structural changes of coal. 

The experiments conducted in this way confirm the increase in the rate of gas filtration in the area of 

elastic vibrations, which can be explained by the improvement of filtration-capacitive properties. 

To summarize, it is possible to state that the conducted experiments confirm the conclusion about a high 

sensitivity of coal seam to vibration impacts while the response of low-permeable coal seam to vibration 

impacts essentially depends of the frequency of waves generated by the source.  

3. Conclusion 

When solving the task of enhancing the gas release from coal, we were allowed to set sufficiently precise 

parameters for enhancement of methane release from coal depending on the parameters of vibration 

impact on a low-permeable coal seam. A proposed physical model of the interaction between coal and a 

vibrating surface qualitatively describes the experimentally observed samples of methane release from 

coal. Each volume of a coal sample has the optimal characteristics of gas release at a respective amplitude 
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and frequency of vibrations, at which the methane release from coal increases due to vibrations. The basic 

requirements to enhance the methane release from the coal seam using vibration impacts are to establish a 

particular relation between the amplitude and the frequency of vibrations, which creates a condition not 

only for initiation of cracks, but also enables us to preserve them for a given time. The proposed 

principles of constructing a vibration device to create an effective impact that uses a column of fluid 

filling the well with the aim to change the status of coal-bearing strata, to increase its intake capacity and, 

as a consequence, to increase permeability to create gas conductive cracks.  

This goal is achieved by the formation of uniform artificial cracks across a vast area of coal seam, by 

transfer of vibration energy to the ”coal-methane” system with a subsequent filtering using the gas 

conducting cracks united in a single filtering network drilled on the seam through one or a group of 

underground wells. The area of vast artificial cracks is created by the transfer of vibration energy through 

the seam underground wells and also by excitation of reflective elastic waves of high intensity in the seam 

from the lateral rocks of the coal seam. These elastic waves, concentrically propagating from the well 

along the coal seam, create a uniform network of artificial cracks in the seam. Energy of vibration impact, 

spreading via a network of cracks in the coal seam, violates the structure of the coal seam, and methane is 

released from the free and sorption volume that fills the cracks and micro-pores in coal, which is on the 

same network of newly formed cracks, and is released through the parallel drilled underground well 

(Rodionov et al., 1976). Therefore, the selection of objects subjected to vibration impact was 

subordinated to the main purpose of impact – a selection of optimal parameters for vibration impact and, 

as consequence, for a decrease of high gas content in the processed coal seam. 

A proposed methodology of designing the technological schemes for preparation of a mine field, which is 

based on a comprehensive use of active impact, seems to be a priority alternative for the preliminary 

preparation as for the sequence and types of active impacts, and the use of degasification wells and 

vibration impacts in the final stage, leading to an intensive formation of cracks and gas permeability in 

the coal seam. It is established that methane release from block media of coal seam is conditioned by the 

development of cracks oriented along the maximal basic system of formed cracks followed by formation 

of systems of new cracks in the domain of seam hydro-impacting where the rate of gas release and its 

distribution within the blocks of coal under optimal impact frequencies is estimated by values of the order 

of 30-40 Hz (Pavlenko, 1999). 

Science research-based methodical recommendations have been proposed on the selection of appropriate 

technological systems to control the gas release through a comprehensive impact. These systems take into 

account the parameters of a coal seam; this determines a selection of frequency characteristics of the coal 

seam to ensure the required degree of gas release from the coal seam when preparing the array of rocks, 

up-to-date speeds of preparatory excavations, as well as a high load on coal slaughtering. A technology of 

vibration impacts on gas-bearing coal seam has been developed. 
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On the basis of electromechanical analogy is as criterion of possible interaction of acoustic waves Abstract: 

in primary circuit of NPP Temelin derived so-called quality factor Q. The Q value determines a range of 

coolant acoustic frequencies in which there is a natural frequency of fuel assembly and in which resonance is 

realized. The range of fuel assembly frequency is named as pass band. Estimated values of Q and pass band 

are given. The developed methods algorithms of calculation and quantitative estimations of coolant pulsation 

frequencies, Q factor and pass band allow developing coolant parameter control actions necessary for 

prevention of resonances. 

Keywords:  Electromechanical analogy, Quality factor Q, Coolant acoustic frequencies, Fuel assembly 

natural frequency, Resonances. 

1. Introduction 

In primary circuit of PWR reactors the three types of standing acoustic waves exist: 

 in primary piping including steam generator and reactor, 

 in primary piping, steam generator, reactor and pressurizer, 

 only in the hot leg between output from reactor and input in pressurizer. 

Calculation of eigen frequencies is possible to perform either using of electromechanical analogy 

(Pecinka, 2004) or solution of coolant momentum equation and Euler equation (Pecinka, 2006) in all 

possible operation states. From the experimental point of view the coolant pressure pulsation are 

measured using pressure sensors installed on the primary piping (cold leg and hot leg). 

2. Electromechanical Analogy 

Acoustic scheme of primary coolant in reactor core is illustrated in Fig. 1 where denote: R acoustic 

resistance, m acoustic mass, C acoustic compliance, V0 volumetric coolant flow in reactor core, ΔP 

pressure drop in reactor core. 

 

 

 

 

 

 

Fig. 1: Acoustic scheme of coolant in reactor core. 

Analogy between acoustic and electronic parameters is illustrated in next Tab. 1. 
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Tab. 1: Electromechanical analogy. 

Acoustical hydraulic parameters Electrical parameters 

Parameters Symbol Dimension Parameter Symbol Dimension 

Pressure drop ΔP N m-2 Voltage U Volt 

Volumetric flows V0 m3 s-1 Current I Ampere 

Acoustic compliance C m4 s2 kg-1 Capacitance C Farad 

Acoustic mass m kg m-4 Inductance L Henry 

Acoustic resistance R kg s-1 m4 Active resistance R Ohm 

Differential characteristic resistance Rd kg s-1 m4 Differential characteristic resistance Zc Ohm 

3. Resonance Operational State of Pressure Pulsations in Primary Circuit Induced by Sinusoidal 

Changes of Volumetric Flow  

Two types of resonant operation states exist (Proskuriakov, 2013): 

 main, i.e. resonance states of pressure pulsations, 

 parallel, i.e. resonance states of volumetric flow. 

Resonance operation state exists in such case, when acoustic mass and acoustic compliance are in series, 

see Fig. 1. In such case the following equations are valid (Gependin, 1974). 
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where )/(1  CmX  . 

The resonance condition requires zero of reactive component of input resistance, i.e. Xinpu = 0 and  

Zinput = Rinput. After some rearrangement equation (2) takes the final form: 
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4. Derivation of the quality factor Q 

Quality factor Q is defined as ratio of the pressure on the element m or C (see Fig. 1), i.e. Pm0 or Pe0 to the 

input pressure Pinlet0. In the case  when characteristic resistance Zc (see Table 1) represent resistance of the 

acoustic compliance or acoustic mass in the resonant state, i.e. if: 
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R

Z

R

C

m

PQPPQP
RV

ZV

P

P

P

P
Q C

inletCinletm

C

inlet

C

inlet

m  0000

0,0

0,0

0

0

0

0 ; .  (6) 

485



 

 4 

Volumetric flow ratio to volumetric flow in the resonant operation state (V0 / Vinlet) depend on the angular 

frequency ω. After some rearrangement the following equation takes the form: 
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As the result we obtain: 
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where )//(1  CmX input  .  

Resonance curves of the coolant volumetric flow are illustrated on the Fig. 2. 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2: Resonant curves of the coolant volumetric flow. 

5. Definition of the Frequency Pass Band 

According Fig. 2, the frequencies ω1 and ω2 defined the frequency pass band based on the ratio

707.00,00 VV . As the result can be written: 
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Finally RXRXRX input  121 2222
.  

Correlation between bounding frequencies ω1, ω2, resonant frequency ω0 and Q factor may be derived as 

follows: 
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As the result we obtain: 
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After some rearrangement as the results we obtain: 
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Assessment of the reactor V1000 ETE core Q factor using equation (4) and (6), the Q factor is defined as: 
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The following expressions may be used (Pecinka, 2004):   
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As the result we obtain: 
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In the next will be performed application to core of reactor V1000 ETE in level A Service limit. Input 

data of coolant and core are follows: ρ = 726 kg·m
-3

; c = 940 m·s
-1

; A = 7.84 m
2
;  

ΔP = 0.5 MPa; V0 = 23.6 m
3
·s

-1
.  

As the results we obtain quality factor Q = 4.1. The lowest acoustic frequency of the coolant in the loop 

without pressurizer is f0 = 6.95 Hz (Pecinka, 2006). Using equation (12) the related frequency pass band is 

f2 − f1 = 6.95 / 4.1 = 1.7 Hz. The first bending frequency of the fresh fuel assembly is 4.94 Hz. According 

Fig. 2 left and right half of the frequency pass band is 1.695 / 2 = 0.85 Hz. It means that the lower 

boundary of the frequency band is 4.97 − 0.847 = 4.123 Hz and upper boundary is  

4.97 + 0.847 = 5.82 Hz. We can conclude that coolant frequency 6.95 Hz is out of frequency pass band. 

Similar situation exists for the loop with pressurizer and the fuel assembly at the end of fuel cycle. In this 

case the lowest frequency is 1.066 Hz (Pecinka, 2004) and the first bending frequency of the fuel 

assembly decrease to 2.63 Hz. Using the same methodology as in previous case, the upper frequency of 

the frequency pass band is 1.19 Hz. It means that the fuel assembly 2.63 Hz is out of the frequency pass 

band. 

6. Conclusion 

Using electromechanical analogy the so called quality factor Q has been derived as the criterion of the 

acoustic waves interaction with reactor internals. This methodology represents specific branch in fluid-

structure interactions. Practical applications exist in PWR reactors of Russian type. 
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Abstract: The paper demonstrates the problem of profitability of 15/0.4 kV transformers replacement. The 

transformers work with a small coefficient of peak loads on the units with a lower power rating. The 

discussion includes fixed and variable costs of the transformers and the costs of their replacement under 

operating conditions. 
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1. Introduction 

Power distribution networks are an important part of power system. The networks are characterised by 

a large number of network devices and receiving nodes. They are time-varying complex dynamic 

systems. The way of distribution networks operation significantly affects the quality of the power system 

operation. This is due to their significant participation in fixed assets system, high labour consumption of 

operating procedures as well as the decisive influence on the efficiency and reliability of electricity 

supply. They are also the cause of most of losses in the power system. 

MV/LV (middle voltage / low voltage) transformers are the important component of power distribution 

networks. This is due to a significant number of these network elements operating in the public power 

system. 

MV/LV transformers, unlike other basic components of power distribution networks, are easily 

replaceable and their durability does not change in the result of replacement. Even this feature indicates 

that they might be adjusted more often to the current load. Operating costs of replaced the transformer 

depend on peak load. The costs consist of: an amortization cost, costs of idle state loses, load costs, and 

cost of transformer replacement. 

Considering that the economic losses caused by inappropriate use of MV/LV transformers can be 

significant, the proper selection of transformers becomes a major economic problem. Therefore, examine 

this issue theoretically as well as lay the foundations to develop practical guidelines of cost-effectiveness 

of transformer (with a low coefficient of peak power use) replacement can result in significant economic 

benefits. 

2. Costs of Transformer Operating 

Changes in the costs of energy transformation of one transformer, depending on the value of its peak load 

(Ss), are parabola. In diagram of changes in the costs of energy transformation of transformers with 

different nominal power rating, the parabolas intersect at the point that designates the so-called limit load 

Sg. Under that load, the annual costs of energy transformation of transformer with a lower power rating 

are lower than the annual costs of energy transformation of transformer with a higher power rating  

(Fig. 1.) 
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Fig. 1: The costs of energy transformation (ktr) depending on peak load  

for transformers with power rating Sn1 < Sn2 < Sn3. 

Total annual costs of transformation can be presented by the following formula (Niewiedział et al., 1998): 

 zm
e

st

er KKK  , (1) 

whereas annual fixed operating cost of transformer can be calculated from the following equation 

(Konstanciak, 2000): 

 etn
st
e rKK   (2) 

where: 

 ret  – coefficient of fixed operating costs: 

 ostutremtet rrrr   (3) 

 rremt – share of renovation costs in total investment outlays, 

 rut  – share of maintenance costs in total investment outlays, 

 ros   – share of personnel costs in total investment outlays. 

Components of operating variable costs Ke
zm

 show the following equation (Marzecki, J., 1996): 
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where: 

 Pj – nominal power rating losses in the idle state of transformer expressed in [kW], 

 PCu – nominal load losses of transformer expressed in [kW], 

 Qo – reactive power consumed by transformer at idling operation expressed in [kvar], 

 Qobc – reactive power losses of transformer at nominal load expressed in [kvar], 

 ke – the energy equivalent of reactive power expressed in [kW/kvar], 

 Tp – annual working time of transformer expressed in [h/year], 

  – annual calculated duration of the maximum loss expressed in [h/ year], 

 Ss – annual peak load of transformer expressed in [kV·A], 

 Sn – nominal power of transformer expressed in [kV·A], 

 cA – unit cost of energy to cover losses expressed in [PLN/kWh]. 
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Power network should be considered, except in special cases, as an object of unlimited operating time that 

adapts to the load increment. The basic value of output for planning work of transformers in power 

stations is the value and increase in peak load as a function of time. With an adoption of exponential 

growth model of station peak load, the coefficient k(t) takes the form: 

    tw

t
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
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
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


 1

100
1 %  (5)  

where: 

 w  – annual relative increase in transformer load expressed in [1/year], 

 T – subsequent years of transformer operation. 

For operating transformer, total annual costs amount in each year: 
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where: 

 Sso – peak load of transformer in the year of replacement to a different unit. 

The equation (6) can be written as: 
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22     (7)  

where:  

 s   – load factor of currently operating transformer during peak load in the year of replacement. 

Costs in the electrical power engineering are usually calculated as annual costs for one year which is 

a basic accounting period. When considering longer periods, the total costs are the sum of discounted 

costs for subsequent years of accounting period. Summing the costs depends only on two factors of the 

cost equation: the inverse of the discount rate and relation of squared coefficient of the load growth over 

the discount rate. Formulas containing these factors with an assumption of exponential model of peak 

load growth, take the form: 

 
 



 




Tt

t
T

T

t qq

q

q
D

1 1

11
, 

 


 




Tt

t
T

TT

t

t

qkq

qkk

q

k
E

1
2

222 )(
 (8)  

where: 

pq 1  - discounting factor. 

After considering the above data, the equation describing annual costs of transformer operation in the 

station takes the form: 
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The period of transformer operation at the station (T) is determined by economic criteria while 

maintaining the technical condition. If for the condition for the maximum load factor of the transformer in 

the final year of operation at the station accept sk, then the period of operation T is a result of the 

following relation: 
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  (10)  

By entering to the equation (7) index 1 for currently operating transformer and index 2 for replaced 

transformer (smaller that replaces the existing one) and considering the relation (8), the following 

equation has been obtained:  

     1
2
11111111 EcQkPDcTQkPrKK sAobceCuApoejetnr     (11)  
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where:  

 Kw – cost of transformer replacement. 

Considering described values of equivalent annual costs of the transformer currently operating at the 

station and its replacement, the form of criterion functional is defined as: 

           (13)  

The dependence of sample values of F functional of replacement transformer power rating on replaced 

the transformer data: s1 = 0.2, Kw = 1200 PLN, Sso = 50 kVA (Sn1 = 250 kVA), w = 0.03, sk = 1,  

= 2500 h is shown in Fig. 2. 

 

Fig. 2: The dependence of F functional values on transformer power rating. 

3. Conclusions 

Analysis of obtained results shows that significant number of power transformers operate with low 

coefficient of peak load. This situation affects the significant economic losses. Determination of the 

actual costs level of transformers MV/LV operating in the current method of accounting is very difficult. 

The existing statistics do not provide a precise registration cost components. In subject references 

(Konstanciak, 2000) there are very different values of constant operating costs coefficients cr  (from 7 to 

4.9). Made an attempt to determine particular constant operating costs of Distribution Company shown 

that coefficient cr  is about 5% of the investment value for analyzed transformer. 

The analysis shows that it is profitable to replace a transformer on a one with a lower power rating (in 

case of underload  of currently operating transformer) and the optimum value of the peak load coefficient 

of replaced the transformer is a function of many variables and is in the range 0.8 – 0.92.  
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programm ATENA. Results experimental test and mathematical models will be comparing. Results are design 

method for determination anchorage length practice. 
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1. Introduction 

Of mid-1990s use nonprestressed composites (FRP strips) for strengthening structures throughout world 

as well as Czech Republic. Experiences obtain on strengthening structures and practise experimental test 

make for result, that for utilize material property composites and for increasing effectiveness 

strengthening structures have to need use FRP strips, as that of prestressed reinforcement in the form of 

reinforcement noncohesion (loose cable). By reason of safety so that do need mechanical failure FRP 

strips, there are bond in the entire area. 

2. Desctipton Experimental Test Make to in Laboratory KÚ ČVUT 

For verification new prestressed system firm STADO CZ, Ltd. will be make experimental test in 

laboratory KU ČVUT in Prague. System is construct of tensive apparatus made in firm “Chartered 

metrological centre K 103”, Čechova 20, Prague 7 (Mr. Josef Hajek), mechanical anchorage elements, 

two steel plates thickness 15 mm size 150*168 mm, six chemical anchorage M12 (inactive anchorage), 

so-called “tray” to which put upon active anchorage with drawing gun. Drawing gun it can be append to 

mechanical “hand” piston or press. The experimental element consisted of the reinforced concrete beam 

(250*350*1800mm) made of concrete B 30 according to the Czech Standard CSN 73 1201. Beam has to 

cutting size 170 x 350 mm depths 15 mm for inactive anchorage and cutting size 900*350 mm depths 

20 mm for active anchorage with drawing gun. Tension strip have to take around step by step 7 kN so far 

maximum force 70 kN, that will be voted by standard strip from offer firm STADO CZ, Ltd. type S, size 

50*1,4 mm with Young’s modulus E = 150 GPa and tensile strength σt = 2000 MPa. At tension strip will 

be monitoring strain strip, compression concrete and pressure into exit from mechanical press. Along 

expiry tension and anchorage FRP strip in active anchorage will be for eight week measuring slip strip in 

anchorage, change strain concrete (compression) and strain strip. 

In laboratories KU ČVUT in Prague experimental tests were conducted with FRP reinforcement glued 

into the grooves. Experiments have shown that the fins affixed to the groove occurs approximately 

twofold increase in the anchoring force to anchor the same length compared to the slat affixed only on the 

lower face of the beam. Experimental tests were conducted on samples of three different classes of 

concrete (C 20/25, C 30/37 C 40/50) and three different anchor lengths (100 mm, 150 mm and 200 mm), 

a total of 27 samples were tested. The results were compared with similar results from 2001, when the 

samples were tested with slats glued to the surface. 

The beam size 120*180 mm length 2000 mm of concrete C 20/25 XC1 reinforced bending  

2*2  R14, stirrups  R6/150 mm of length 2 m beam was amplified in the groove located FRP profile 
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 8 mm length 1700 mm. The beam before amplification was loaded at the moment of crack width of  

0.2 mm and under this load then amplified beam and subsequently for about 24 hours, the load held on 

the same strength in the adhesive to harden. The beam was loaded until further violations. 

      

Fig. 1: Detail drawing gun, (four coupled piston all of piece) and mechanical piston. 

      

Fig. 2: Sight to experimental test, detail failure element. 

      

Fig. 3: Pictures experimental element, respectively. Detail the damaged beam. 

3. Check on Experimental Data Upon Model Make to Programm Atena 

Above describe experimental element will be model in programm ATENA, that will be have to 

monitoring behaviour element at point active and inactive anchorage, i.e. transmission force from 

strengthening strip by mechanical anchorage to the concrete and propagation stress in concrete near 

anchorage. Flexion strain concrete beam gauge on experimental test in axis has been 0.005 - 0.007 mm by 

up to auxiliary aiming longitude 500 mm, e.i.  = 0.00001. 
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Fig. 4: Sight experimental model in program ATENA. 

The above described experimental element was modeled program ATENA, so that it can monitor the 

behavior of the element in place anchorage reinforcing reinforcement, i.e., the force transmission from the 

glued reinforcing FRP reinforcing bars and concrete stress propagation in the groove. 

 

Fig. 5: Sight experimental model in program ATENA. 

The above described experimental element was modeled in program ATENA, so that it can monitor the 

behavior of the element in place both active and passive anchors, i.e. power transfer from reinforcing bars 

through mechanical anchoring to the concrete and spread stresses in the concrete for anchors. Resp. the 

beam reinforced reinforcement glued in the groove spreading around enhancing tension reinforcement 

and transmission over the glued joints to crosslinking element. 

 
Fig. 6: View of the experimental model of program ATENA.  

4. Power Transferred Anchorage: 

a) for lv < 115 mm 
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 fkt,k - characteristic strength of the adhesive strength in N/mm
2
, 

 
fkc,k   - characteristic strength of the adhesive pressure in N/mm

2
, 

 ar   - spacing from the free edge of the workpiece in mm (max. 150 mm), 

 lv - anchor length, 

 Ef  - modulus slats guaranteed, 

 Ef, prum  - average modulus of elasticity of the slats. 

For experimentation can be considered: 

fkt,k = 16 N/mm
2
, fct,k = 75 N/mm

2
, k,k = 22.16 N/mm

2
, ar = 75 mm, bf = 6 mm, tf = 6 mm,  

lv = 100 mm, Ef = 150 GPa, Ef,prum = 180 GPa,  Fv,k = 8143.8 N, for two rods 16287.6 N,  

Force measured in the experiment of Fexp = 29.7 kN, Force from the calculation Fvyp = 16.3 kN 
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b) for lv > 115 mm 
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 Tk,max - maximum power transferred in the anchorage, 

 lt,max  - max corresponding bond length for power Tk,max, 

 lt  - of the proposed anchorage length, 

 bf  - slat width or diameter in mm rods, 

 tf  - segment thickness or diameter in mm rods, 

 Ef   - guaranteed modulus slats or bars, 

 fctm - tensile strength of concrete, or strength value measured in the exhaust test of the concrete  

 surfare, 

 fck  - characteristic value of the cylinder compressive strength of concrete. 

5. Conclusions  

For experiments with sealed rod showed the possibility of replacing the front discs glued laminated rod 

into the groove, the effectiveness of the same surface anchoring plates and rods is about 1.5 to 2 times. 

Using prestressed FRP rods increases their utilization to 60 up to 70 %, while the rod is glued into the 

groove used to 35 up to 40 % of its strength when there is a sufficient reserve of pressure in the 

crosslinked section. While normally glued lamella on the surface of the beam is used to 15 up to 20 %  

of its strength. Using the prestressing tendon is also eliminate distortion amplified structure , while non-

prestressed FRP reinforcement either on the surface or in a groove only contribute to the enhancement in 

terms I. Limit state (carrying capacity) minimum increase stiffness . 

In cooperation with STADO CZ, Ltd. offers dimensioning software for amplification using FRP rods 

glued in the groove or on the surface of glued lamellas. The other vendor FRP technology for 

strengthening concrete structures offering similar dimensioning software as a tool for planners. 
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Abstract: The fatigue failure of railway axles could have unaccepted consequences. Because of safe 

operation, it is important to determine the residual fatigue lifetime. The railway axle could contain some 

cracks either from manufacturing process or from previous service operation. Present defectoscopy can 

reliably detect only relatively long cracks (longer than 2 mm), see Zerbst et al. (2012). In other words, there 

is a risk that the existing crack is not detected by defectoscopy. For conservative establishment of the 

residual fatigue lifetime the crack, which could be not detected by defectoscopy, must be considered. This 

paper deals with an effect of the threshold value of fatigue crack propagation on the residual fatigue lifetime 

of railway axles. Two very commonly used materials for railway axles EA1N and EA4T steels are 

considered. The results of this paper could be used for safer operation of railway axles. 

Keywords:  Railway axle, Threshold value, Fatigue crack, Residual fatigue lifetime. 

1. Introduction 

The railway axle is one of the most loaded parts of the whole train. Therefore, the residual fatigue lifetime 

of railway axle is significant for safe operation of the train. The place of the possible crack is assumed in 

the T-notch where equivalent stress reaches the maximum value, see Fig. 1. Fatigue crack grows 

perpendicular to the principal stress (Schijve, 2008) and according to (Ševčík et al., 2012) the shape of the 

crack is assumed to be semi-elliptical with changing ratios between semi-axis during fatigue crack 

growth. The fatigue crack propagation description is based on the stress intensity factor K approach, 

which is commonly used approach for establishing of the residual fatigue lifetimes of railway axles 

(Zerbst et al., 2012); (Madia et al., 2011). Predominantly loading of railway axle is caused by rotary 

bending, therefore, for the simplification only mode I of loading is considered.  

 

Fig. 1: The railway axle with considered crack (Pokorný et al., 2014). 
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The stress intensity factor for mode I,   , is expressed as: 

 ( )I IK aY a  , (1) 

where    is function including the influence of railway axle and crack geometry. This function in 

polynomial form was obtained according to (Ševčík et al., 2012) by FEM modeling,   is crack length and 

  is remote loading stress. The railway axles are subjected to variable amplitude loading. Predominantly 

loading is caused by weight of the vehicle, but there are additional forces acting during train movement. 

These forces arise when the train goes through curved track, over crossovers, switches etc. For accurate 

estimation of the residual fatigue lifetime the representative railway axle loading is necessary to know. 

The representative axle loading is often obtained by strain gage measurement. The typical load spectrum 

(sorted by Rain-flow method) is shown in Fig. 2.  

 
Fig. 2: Histogram of railway axle load spectrum (sorted into 35 classes of load amplitudes). 

 

The place of considered crack is also influenced by press-fitted wheel, besides above mentioned railway 

axle load spectrum. The press-fit contributes to higher crack opening stress, so the total stress intensity 

factor totK is given as: 

 ,tot I I pressfitK K K  , (2) 

where ,I pressfitK is an additional stress intensity factor caused by presence of press-fit. 

The additional stress intensity factor ,I pressfitK  can be expressed by polynomial function in the form: 

 2 3 4 5 6

, 0 1 2 3 4 5 6I pressfitK c c a c a c a c a c a c a       , (3) 

where determination of constants ic is based on FEM modelling. 

2. Estimation of the Residual Fatigue Lifetime 

The residual fatigue lifetime is considered as number of cycles for crack growth from initial size to the 

critical one. For determination of number of cycles the Paris-Erdogan relationship is used: 

 ( )m

tot

da
C K

dN
 . (4) 

The crack increment is then obtained by integrating of Eq. 4. This equation is valid only for stress 

intensity factors greater than threshold value    . Otherwise, the increment of crack length is zero. Two 

very commonly used materials for railway axles, EA1N and EA4T steels, are assumed in this paper. 

Simplified v-K dependences of these materials are shown in Fig. 3. 
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Fig. 3: Simplified v-K curves of considered materials (log-log representation). 

2.1. Effect of different threshold values on the residual fatigue lifetime of railway axle 

The threshold value is one of the most important inputs for establishing of the residual fatigue lifetimes of 

the railway axles. Although, the aim of manufactures is to produce material with the same chemical 

composition and mechanical properties, some scatter in material properties (e.g. threshold value    ) 

between individual casts still exists. The next scatter is given by experimental establishment of threshold 

value    . Therefore, the determined residual fatigue lifetime could be different from the reality. Tab. 1 

shows determined fatigue lifetimes for different threshold values     of EA4T steel. In case of initial 

crack length 1 mm the effect of different threshold value is greater than in case of initial crack length 

2 mm. The EA1N is more sensitive on threshold value     than steel EA4T, see Tab. 2. For instance, 

the difference between            √  and            √  leads to residual fatigue lifetimes 

1 481 000    and 3 275 000   , respectively. This implies that the incorrectly established threshold 

value by 3% leads to less than half of the original residual fatigue lifetime in this particular case. 

Tab. 1: Residual fatigue lifetime in thousands of km for different considered threshold values (EA4T). 

material EA4T 

considered     [   √ ] 5 5.5 5.8 6* 6.2 6.5 7 

thousands of km for fatigue crack 

growth from 1    to 55    
66 85 105 128 172 355 2 332 

thousands of km for fatigue crack 

growth from 2    to 55    
46 50 54 58 63 71 93 

Tab. 2: Residual fatigue lifetime in thousands of km for different considered threshold values (EA1N). 

material EA1N 

considered     [   √ ] 6 6.5 6.8 7* 7.2 7.5 8 

thousands of km for fatigue crack 

growth from 1    to 55    
187 525 1 481 3 275 7 141 27 807 infinity 

thousands of km for fatigue crack 

growth from 2    to 55    
68 82 94 104 116 142 240 

*   considered real mean threshold values 
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3. Discussion 

The Fig. 4 shows evolution of threshold stress (stress expressed from Eq. 2 with substitution         ) 

in dependence on the crack length  . For initial crack lengths 1    and 2    respectively, many load 

stress amplitudes are under threshold value. According to Fig. 2 the mode load stress amplitude is 

55 MPa. This stress corresponds to load by static weight of vehicle. However, stress amplitude 55 MPa 

gets over threshold value for cracks longer than 10   , see Fig. 4. Therefore, just only the several 

highest classes of load amplitudes (from histogram in Fig. 2) contribute to crack elongation for initial 

crack lengths 1    or 2   . 

 
Fig. 4: Threshold stress     in dependence on the crack length a. 

4. Conclusions  

This paper shows that threshold value is important input for estimation of the residual fatigue lifetime. 

Several computations with real and fictitious threshold values were carried out. The aim of this paper is to 

show difference between considered accurate threshold value and threshold values more or less deflecting 

of considered accurate one. The determined residual fatigue lifetimes exhibit relatively high sensitivity on 

accuracy of threshold values. This effect is more pronounced for material EA1N than for material EA4T. 

This sensitivity is smaller for longer cracks, see Tab.1 and Tab. 2. Therefore, the highest sensitivity is for 

railway axles made of EA1N steel with smaller initial crack. It follows that for accurate estimation of the 

residual fatigue lifetime the threshold value should be determined as precisely as it is possible. 

Results obtained could be beneficial for better understanding of fatigue crack behavior in the railway 

axles. 
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Abstract: Experimental measurements focused on the investigation of a fibre behaviour are performed on an 

assembled weigh-fibre-pulley-drive mechanical system. The fibre is driven with one drive and it is led over 

a pulley. On its other end there is a prism-shaped steel weight, which moves in a prismatic linkage on an 

inclined plane. The position of the weight can be symmetric or asymmetric with respect to the vertical plane 

of drive-pulley symmetry. It is possible to add an extra mass to the weight. Drive exciting signals can be of 

a rectangular, a trapezoidal and a quasi-sinusoidal shape and there is a possibility of variation of a signal 

rate. Dynamic responses of the weight and the fibre are measured. The same system is numerically 

investigated by means of multibody models. The coincidence of results of experimental measurements and the 

simulations results is evaluated. The simulations aim is to create a phenomenological model of a fibre, which 

will be utilizable in fibre modelling in the case of more complicated mechanical or mechatronic systems. 

Keywords:  Fibre, Mechanical system, Dynamic response, Phenomenological model. 

1. Introduction 

The replacement of the chosen rigid elements of manipulators or mechanisms by fibres or cables (Chan, 

2005) is advantageous due to the achievement of a lower moving inertia, which can lead to a higher 

machine speed, and lower production costs. Drawbacks of using the flexible elements like that can be 

associated with the fact that cables should be only in tension (e.g. Gosselin and Grenier, 2011) in the 

course of a motion. 

        

Fig. 1: Scheme and a real weight-fibre-pulley-drive mechanical system  

(asymmetric position of the weight). 

                                                 
*  Dr. Ing. Pavel Polach: Section of Materials and Mechanical Engineering Research, Výzkumný a zkušební ústav Plzeň s.r.o., 

Tylova 1581/46; 301 00, Plzeň; CZ, polach@vzuplzen.cz 
**  Ing. Michal Hajžman, PhD.: Department of Computer-Aided Modelling, Výzkumný a zkušební ústav Plzeň s.r.o., 

Tylova 1581/46; 301 00, Plzeň; CZ, hajzman@vzuplzen.cz 

500



 

 3 

Experimental measurements focused on the investigation of the fibre behaviour were performed on an 

assembled weigh-fibre-pulley-drive system (see Fig. 1). Its geometrical arrangement was changed several 

times on the basis of various pieces of knowledge. The fibre is driven with one drive, it is led over a 

pulley and on its other end there is a prism-shaped steel weight, which moves on an inclined plane. The 

angle of inclination of the inclined plane can be changed. The position of the weight can be symmetric or 

asymmetric with respect to the plane of a drive-pulley symmetry. It is possible to add an extra mass to the 

weight. Drive exciting signals can be of a rectangular, a trapezoidal and a quasi-sinusoidal shape and 

there is a possibility of variation of a signal rate. Time histories of the weight position, of the drive 

position and of the force acting in the fibre were recorded. The geometric dimensions and inertial 

characteristics of the weigh-fibre-pulley-drive mechanical system are given in Polach et al. (2013c), 

Polach et al. (2013d) and Polach et al. (2014). 

The same system is numerically investigated using multibody models created in the alaska simulation 

tool. The multibody models of the weight-fibre-pulley-drive system in case of considering the symmetric 

and asymmetric position of the weight with respect to the plane of the drive-pulley symmetry slightly 

differ and are described in Polach et al. (2013c), Polach et al. (2013d) and Polach et al. (2014). The 

massless fibre model (e.g. Zi et al., 2008) is considered in this phase of investigation of the weight-fibre-

pulley-drive system and comprise e.g. influences of fibre transversal vibration, “jumping” from pulley 

etc. The influence of the model parameters on the coincidence of the results of experimental 

measurements and the simulations results is evaluated. The simulation aim is to create a 

phenomenological model of a fibre, which will be utilizable in fibre modelling in the case of more 

complicated mechanical or mechatronic systems. 

The paper summarizes investigating the weight-fibre-pulley-drive system given in Polach et al. (2013c), 

Polach et al. (2013d), Polach et al. (2013e) and Polach et al. (2014), where all combinations of the 

position of the weight with respect to the plane of the drive-pulley symmetry (symmetric or asymmetric) 

and of the mass of the weight (without or with added mass) were presented. 

2. Simulation and Experimental Results 

As it has already been stated the simulations aim was to create a phenomenological model of a fibre. 

When looking for compliance of the results of experimental measurement with the results of simulation 

influences of the following system parameters are considered: the fibre stiffness, the fibre damping 

coefficient and the friction force acting between the weight and the prismatic linkage in which the weight 

moves. 

Investigation of the (carbon) fibre properties eliminating the influence of the drive and of the pulley was 

an intermediate stage before the measurement on the stand (Polach et al., 2013a; Polach et al., 2013b). A 

phenomenological model dependent on the fibre stiffness, on the fibre damping coefficient and on the 

friction force acting between the weight and the prismatic linkage was the result of this investigation. 

When looking for the fibre model (Polach et al., 2013b) that would ensure the similarity of time histories 

of the weight displacement and time histories of the dynamic force acting in a fibre as high as possible a 

fibre stiffness and a fibre damping coefficient were considered to be constant in this phase of the fibre 

behaviour research. The determined phenomenological model was not general, it is not suitable for the 

simulations of “quicker” tested situations (see Polach et al., 2013c; Polach et al., 2013d; Polach et al., 

2013e; Polach et al., 2014) but general influences of individual parameters on the system behaviour, 

which are usable for all systems containing fibre-mass subsystem(s), were assessed. 

“Starting” values at the phenomenological model creating are, identically with Polach et al. (2013a), fibre 

stiffness measured on a tensile testing machine (9410
3
 N/m) and the fibre damping coefficient derived on 

the basis of experience (46.9 Ns/m). The “starting” friction force between the weight and the prismatic 

linkage is considered to be zero (Polach et al., 2013c). 

Final values were calculated on the basis of the final values determined in Polach et al. (2013c)  

(stiffness = 3410
3
 N/m, damping coefficient = 27.5 Ns/m). The friction force course determined at 

investigating the weight-fibre mechanical system (Polach et al., 2013a) with the angle of inclination of the 

inclined plane 30 degrees was applied in the model of the weight-fibre-pulley-drive mechanical system. 

Results of experimental measurements and simulations of 2 selected tested situations are presented 

(altogether 43 situations were tested). The influence of the fibre stiffness, the fibre damping coefficient 
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and the friction force acting between the weight and the prismatic linkage on time histories of the weight 

displacement and also on time histories of the dynamic force acting in the fibre was evaluated partly 

visually and partly on the basis of the value of the correlation coefficient between the records of the 

experimental measurements and the simulation results (Polach et al., 2013c; Polach et al., 2013d; Polach 

et al., 2013e; Polach et al., 2014). 

    

Fig. 2: Time histories of the weight displacement at “slower” tested situation 1 (symmetric position of the 

weight, the weight without added mass): left - Comparison of results of measurement and simulation; 

right - Influences of model parameters. (taken from Polach et al., 2013c). 

    

Fig. 3: Time histories of the weight displacement at “quicker” tested situation 3c (symmetric position of 

the weight, the weight without added mass): left -Comparison of results of measurement and simulation; 

right - Influences of model parameters. (taken from Polach et al., 2013c). 

General pieces of knowledge from investigating the weight-fibre-pulley-drive system, independently of 

the combination of the position of the weight with respect to the plane of the drive-pulley symmetry 

(symmetric or asymmetric) and of the mass of the weight (without or with added mass), are similar 

(see Polach et al., 2013c; Polach et al., 2013d; Polach et al., 2013e; Polach et al., 2014). 

Time histories of the weight displacement recorded at the experimental measurements and computed at 

the computer simulations at “slower” tested situations are approximately identical (see Fig. 2 left) and are 

identical independently of the fibre stiffness, the fibre damping coefficient and the friction force (see Fig. 

2 right). At the “quicker” tested situations the measured and the computed time histories of the weight 

displacement are of the same character (see Fig. 3 left) and are dependent on all the phenomenological 

model parameters (see Fig. 3 right). 

At all the simulations when changing the computational model the time histories of dynamic force acting 

in the fibre are different (more or less) but their character remains the same. From Polach et al. (2013c), 

Polach et al. (2013d), Polach et al. (2013e) and Polach et al. (2014) it is evident that time histories of 

dynamic force acting in the fibre are less suitable for searching for the parameters of the fibre 

phenomenological model. 
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From the obtained results it is evident that parameters of the fibre phenomenological model must be, in 

addition, considered dependent on the speed of the weight motion (i.e. on the input signal rate). For 

searching for the parameters of the fibre phenomenological model it is necessary to use the results of 

experimental measurements with the “quicker” drive motion. The possibility of performing experimental 

measurements with other time histories of drive motion or with a different geometrical arrangement of the 

experimental stand will be analysed. 

3. Conclusions 

The approach to the fibre modelling based on the force representations was utilised for the investigation 

of the motion of the weight in the weigh-fibre-pulley-drive mechanical system. The simulation aim is to 

create a phenomenological model of the fibre, which will be utilizable in fibre modelling in the case of 

more complicated mechanical or mechatronic systems. The created phenomenological model is assumed 

to be dependent on the fibre stiffness and on the fibre damping coefficient. 

Development of the fibre phenomenological model will continue. From the obtained results it is evident 

that parameters of the fibre phenomenological model must be, in addition, considered dependent on the 

speed of the weight motion. The question is if it is possible to create the phenomenological model like 

that. 
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Abstract: The plane mixed boundary value problem of elasticity on a rectangular domain is solved exactly. 

With the help of Fourier transformation the one-dimensional vector boundary problem in the 

transformation’s domain is obtained. The components of the unknown vector are the displacement 

transformations. The problem is solved exactly with the methods of the matrix differential calculations. The 

constructed vector is inversed by the corresponding formulas of inverse Fourier transformation, so the 

displacement expressions are found in the form of Fourier series. The numerical investigation of the stress in 

dependence of the external loading value and domain’s size is presented. 

Keywords:  Rectangular domain, Mixed plain boundary value problem, Exact solution. 

1. Introduction 

Various engineering problems are reduced to the mixed plain boundary value problem in a rectangular 

domain. The history of this problem and its solution is very long and interesting (Sailendra N. Chatterjee 

amd Shyam N. Prasad, 1973; Meleshko, 1998; Tokovyi and Vigak, 2002; Golovchan, 2006). The novelty 

of the presented paper is in the new approach (Popov and Vaysfeld, 2011) to the problem solution based 

on the reduction of the initial boundary value problem to the one-dimensional vector boundary value 

problem in the transformed domain. This new method of constructing the solution, with the help of the 

matrix differential calculations, allows to obtain the exact solution of the elasticity problem in a 

rectangular domain, when the smooth contact conditions are fulfilled on the domain faces. 

2. Problem Statement  

The elasticity plane deformation problem is assumed. The rectangular problem domain is defined as 

 0 , 0x a y b     (1) 

The boundary conditions on the edges 0,x x a   are given by the following expressions 

 (0, ) 0, (0, ) 0xyU y y  , 0 y b   (2) 

 ( , ) 0, ( , ) 0xyU a y a y  , 0 y b   (3) 

On the edge y b  the normal stress are given  

 ( , ) ( ), ( , ) 0y yxx b p x x b    , 0 x a   (4) 

The face 0y   is in the smooth contact with the solid base  
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 ( ,0) 0, ( ,0) 0xyV x x  , 0 x a   (5) 

where ( , ) ( , ), ( , ) ( , )x yU x y u x y V x y u x y  . 

The displacements ( , ), ( , )U x y V x y  satisfy the equilibrium equations (Nowacki, 1970) 

 /

0( , ) ( , ) ( ( , ) ( , )) 0U x y U x y U x y V x y       (6) 

 
/

0( , ) ( , ) ( ( , ) ( , )) 0V x y V x y U x y V x y        (7) 

in the domain (1), where 0 = (1-2)
-1

,  is the Poison’s coefficient, and G is the shear modulus. The 

stroke denotes the derivative with respect to the variable r, the dot denotes the derivative with respect to 

the variable . The goal is to solve the boundary problem (2-7) in the domain (1).  

3. The Solution of the Problem 

Let’s apply the sin- and cos- integral Fourier transformations (Sneddon, 1951) to the differential 

equations (6, 7)  

 
0 0

( ) ( , )sin( ) , ( ) ( , )cos( ) ,

a a

n n n n n

n
U y U x y x dx V y V x y x dx

a


       (8) 

In the transformations domain (8) system can be written in the following form (Nowacki, 1970) 

  2 /

0 0( ) 1 ( ) ( ) 0n n n n nU y U y V y         (9) 

    2 /

0 0 01 ( ) ( ) 1 ( ) 0n n n n nV y V y U y          (10) 

One should take into consideration that conditions of the smooth contact (2), (3) were satisfied during the 

transformation. The boundary conditions (4), (5) were reformulated in the terms of the displacements 

 /(0) 0, (0) 0n nV U   (11) 

  ( ) ( ) 0, ( ) 1 ( ) 0n n n n n nV b U b U b V b          (12) 

The one-dimensional boundary problem (9-12) was formulated as the vector one. The following vector 

and matrix terms are introduced 

 2
0 0 0

2
0 0

1 0 0 1 0

0 1 0 1 0

n n

n

    

  

      
       

      
E P Q

( )
( )

( )

n

n

U y
y

V y

 
  
 

Z   

 
1 0

0 0

 
  
 

1A  
0 0

0 1

 
  
 

1
B  

1 0

0 1

 
  

 
2A  

0

0

n

n



 

 
  
 

2B  (13) 

Using this notation, the problem (9-12) is rewritten in the form 

 
2 ( ( )) 0,

( ( )) 0, 1,2i

L y

U y i




 

Z

Z
 (14) 

where 2( ( )) ( ) ( ) ( )L y y y y   Z EZ PZ QZ  is the differential operator, 

( ( )) ( ) ( )i i iU y b b 
i i

Z A Z B Z are the boundary functionals, 1i   corresponds to 1 0b  , 2i   

corresponds to 2b b . For the solution of vector equation one needs to construct the homogenous 
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equation
2( ( )) 0L y Y . One can assure that the correspondence 

2( ) ( )sy syL e s eI M  is correct ( I  is an 

unitary matrix). The construction of the fundamental matrix was done using the formula (Gantmakher, 

1998) 

 
11 1 ( )

( ) ( )
2 2 det ( )

sy
sy

C C

e s
y e s ds ds

i i s 

  
M

Y M
M

 (15) 

where 
1( )sM is the inverse matrix to the matrix 

2 2

0 0

2 2

0

(1 )
( )

(1 )

n n

n n

s s
s

s s

   

  

   
  

   
M , C  is the 

contour including the poles of the under the integral function, 
2 2 2det ( ) ( )ns s  M . After the 

calculation of integral (15) using the residual theorem, one obtains two linearly independent solutions of 

the matrix equation 
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0 00
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n
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



  
 
 
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 
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0

1

0 00
0

2
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24(1 )
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y
n

n

n

y
y

e
y

y
y



  




  






  
 

 
  

  
 

Y  (16) 

The solution of the vector equation (14) was written in the form 

 
1 3

0

2 4

( ) ( ) ( )
C C

y y y
C C

   
    

   
1Z Y Y  (17) 

where , 1,4jC j  - are the unknown constants, which are found from the boundary conditions (14). 

Hence, the exact solution of the one-dimensional vector boundary problem (9-12) is constructed in the 

form 

  ( ) ( )
( ) ( (2 ( ) 1) 2 ( ) 1n nb y b y

n n n nU y e y b e y b
      

            (18) 

( ) ( )
(2 ( ) 1) (2 ( ) 1))n nb y b y

n ne y b e y b
      

         

  ( ) ( )
( ) ( (2 ( ) 2) 2 ( ) 2n nb y b y

n n n nV y e y b e y b
      

           (19) 

( ) ( )
( 2 ( ) 2) (2 ( ) 2))n nb y b y

n ne y b e y b
      

          

where 
1

2 2
2(4 )n nb b

n n n nP b e e G
  


      , 

0

( )cos

a

n nP p x xdx  . The formulas (18, 19) are 

correct when 1,2,...n   The particular case is 0n  , when the equilibrium equations take the form 

 0( ) 0V y   (20) 

The solution of the equation (20), taking into consideration the boundary conditions, is obtained  

506



 

 5 

 0
0

(1 2 )
( )

2 (1 )

P
V y y

G






  


 (21) 

The application of the inverse formulas of the integral transformations (8) to the expressions (18, 19) 

finishes the construction of the exact solution 

    0

1 1

( )2 2
( , ) ( )sin , ( , ) ( )cosn n n n

n n

V y
U x y U y x V x y V y x

a a a
 

 

 

     (22) 

4. Numerical Results  

With the help of the formulas (22), the stress is calculated exactly. The different forms of the loading 
2( ) , ( )p x P p x Ax Bx C     in the rectangular domain 2, 1a b   were considered. The 

calculations were done on the face 0x  . The main interests are to estimate the values of the normal 

stress and to investigate the condition for the creation of stretching stress. The results of the calculations 

are shown in the Tab. 1 for different values of Poison’s coefficient (here the normal stress’ values are 

multiplied by the 10).  

Tab. 1: Values of normal stress on the face 0x   for the different values of Poison’s coefficient. 

 


 

y  

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

0.1 -5.99 -6.0 -6.1 -6.1 -6.1 -5.9 -5.2 -3.9 -0.96 5.11 22.76 

0.2 -9.7 -9.7 -9.8 -9.8 -9.8 -9.6 -8.9 -7.6 -4.67 1.40 19.03 

0.3 -14.5 -14.5 -14.5 -14.6 -14.5 -14.3 -13.7 -12.3 -9.43 -3.36 14.21 

0.4 -20.8 -20.8 -20.9 -20.9 -20.9 -20.7 -20.1 -18.7 -15.8 -9.71 7.75 

The results illustrate that the stretching stress appears as one approach to the upper face of the rectangle. 

The zones of its occurrence are investigated, depending on the geometrical parameters and elastic 

properties of the domain. 
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Abstract: Meta-models (or surrogate models, formerly response surfaces) are getting popular in 

engineering designs. They are used to simulate the behaviour of structures with less computational demands 

than the original model (e.g. finite element models). It is still necessary to evaluate this expensive original 

model few times in some specified points called Design of Experiments (DoE). The first DoE is usually just 

space-filling to cover up the whole design space and the meta-model built with an initial DoE is therefore not 

very accurate everywhere. Other points are added to the meta-model to improve accuracy at important 

regions. In this paper, various updates of meta-models are reviewed from different points of view. 

Unfortunately, there is a distinction between updates even in reliability assessment and reliability-based 

design optimization research areas.  

Keywords:  Surrogate models, Adaptive update, Reliability-based design optimization, Design of 

Experiments. 

1. Introduction 

Realistic simulations of a structural behaviour require usage of complex and very detailed models. If 

those models are used for an engineering design, it is inevitable to enumerate them several times. These 

so-called true functions or performance functions (based on e.g. a finite element method) can be quite 

expensive to evaluate several times consecutively. If even one evaluation of the true function is very time 

consuming, the optimization used for the engineering design can last for ages. To speed up the design 

process, the true model can be replaced by some model of the original model that has a very similar 

behaviour; however, it is less time consuming. Those models of models are called meta-models or 

surrogate models and require just few evaluations of the costly true function. Those evaluations are then 

used to create the meta-model. Proper locations where to evaluate the true function (called support points) 

have to be chosen properly usually by a Design of experiments with support points usually uniformly 

distributed in the whole design space. It is better to start with just a couple of support points and then find 

the correct positions where to add other support points to improve the meta-model mimicking the true 

model (called updating). Initial meta-models do not have the same accuracy as the true models 

particularly in locations that are most interesting for an engineering design such as the vicinity of the 

border between the safe and the failure domain called a limit state. Adaptive updating of meta-models can 

make the meta-model more accurate in those interesting locations. 

2. Meta-Models and Updates 

Meta-models can be divided into two fundamental parts: non-interpolating models minimizing sum of 

squares errors from some predetermined functional form (e.g. polynomial surfaces) and interpolating 

models intersecting all support points based on the idea of linear combination of some basis functions. 

Interpolating models can contain fixed basis functions (e.g. thin-plate splines or multiquadrics) or basis 

functions to be tuned, e.g. Radial Basis Functions Networks or Kriging (Jones, 2001). If the interpolating 

meta-model is trained only with few support points, it is too stiff to approximate the original behaviour of 

the true function and conversely, fitting the true function with plenty of points makes the model too 
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flexible and causes over-fitting (Forrester et al., 2008). In addition, Kriging allows computing the mean 

squared error (MSE) of any predicted outcome, which is frequently used for the meta-model updates. If 

any other meta-model type is more suitable for a specific problem, the generic updates have to be utilized.  

2.1. Update for reliability assessment 

 The type of a meta-model update depends on a field of the model application. Despite appearing similar, 

a reliability assessment and a reliability optimization require a different updating approach. Consider the 

evaluation of the failure probability pf in an n-dimensional space of random variables X1, …, Xn as 

a multiple integral of a joint probability density function fX (x) over the failure domain g(X) ≤ 0. In the 

standard normal space, the Hasofer-Lind reliability index β is then defined as an inverse cumulative 

distribution function of the standard normal distribution β = Φ
-1

(1-pf). It can be geometrically understood 

as the shortest connecting line between the origin and the most probable failure point (MPFP). To 

improve the behaviour of the meta-model for the reliability assessment, the update is most essential 

around this MPFP, because this region contributes most to the total failure probability. Bucher & 

Bourgund (1990) came with the idea to update the response surface utilizing second-order polynomials.  

2.2. Updates for reliability-based design optimization 

One possible approach to define the reliability-based design optimization is 

 







 .,,1,),(

,,,1,0)(
.s.t),(min

,, p

tol

jfjf

ei

Dd njpp

nih
c





dv

d
dv

   (1) 

The cost function c(v, d) is to be minimized with optimal values of design variables arranged in d vector. 

Design variables are chosen from a design space D. Uncertain parameters are arranged in vector v. ne is 

the total number of deterministic constraints defined by hi(d), pf,j(v, d) stands for a probability of 

occurrence of j
th
 event and pf,j

tol
 is a prescribed tolerable threshold. np us the total number of probabilistic 

constraints. Design variables usually represent mean values of random variables and their optimal 

combination coincide with the minimum of the cost function under the fulfilled constraints.  

Meta-models can replace both the cost function and the deterministic and probabilistic constraints. 

Nevertheless, there is a difference in their consecutive update. If the meta-model is used to compute the 

values of the objective function, an improvement of the meta-model is necessary in the vicinity of the 

best-so-far optimum found so as to allow for a convergence to the global optimum. Several strategies are 

used, namely minimizing a response surface (Jones, 2001), maximizing the probability of improvement 

(Kushner, 1964; Jones, 2001), maximizing the expected improvement (Jones et al., 1998) or goal seeking 

(Jones, 2001). On the other hand, if a meta-model is utilized for the constraint replacement, some contour 

(e.g. a limit state) has to be approximated. Algorithms as the Efficient Global Reliability Analysis 

(EGRA) (Bichon et al., 2008), modified Active Kriging + Monte Carlo Simulation (Echard et al., 2011) 

or Meta-model-based importance sampling (Dubourg, 2011) can be effectively employed. The latter 

algorithms utilize some special meta-models’ features that are not available for all types of meta-models. 

The generic update can be carried out through placing new support points in a vicinity of the limit state 

still ensuring the uniform space-filling criterion e.g. by the MiniMax metric which leads to the multi-

objective optimization (Myšáková et al., 2013). Although the replacement of probabilistic constraint 

seems to be the similar problem as in the reliability assessment, the layout is different due to its repeated 

evaluation for different designs. The limit state function can be understood as a collection of the MPFPs 

for different design variables combinations and thus the meta-model updating only in the one MPFP 

vicinity is not sufficient, but the vicinity of the whole contour needs to be updated. 

2.2.1. Updates for meta-models replacing an objective function in RBDO 

Minimizing a response surface approach (Jones, 2001) is independent of a used meta-model type. New 

support points are added sequentially into the best-so-far optimum found on the meta-model. In case of 

multi-modal problems, this method can converge prematurely in a local optimum or fail in the worst 

possible case. Additional points in DoE for the non-interpolating meta-models with fixed number of 

degrees of freedom need not help at all and this method can be misleading in finding any optima. The 

interpolating meta-models converge to the local optimum in most cases. To ensure that the local optimum 

is found the local search is carried out in its vicinity. 
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Maximizing the probability of improvement (Kushner, 1964; Jones et al., 1998) utilizes the ability of 

Kriging to compute MSE of a prediction. An uncertainty in the prediction is lesser (low MSE) in areas 

with higher concentration of support points and reversely. The output y
*
 at the point x

*
 not identical with 

any support point is not known, therefore y
*
 can be modelled as a random normal variable Y with a mean 

equal to the Kriging prediction ŷ(x) and standard deviation s equal to the Kriging standard error. For more 

details about Kriging, see e.g. Jones et al. (1998). To find the global optimum, the minimum value ymin of 

the true function evaluated on initial DoE is determined and the probability of improvement is maximized 

across the whole domain of x. The improvement is achieved when ymin is greater than the uncertain output 

Y, thus I = max(ymin – Y, 0) and the probability of improvement P[I(x)] is according to Forrester et al. 

(2008) 

 I
s

xyI

s
xIP d

2

))(ˆ(

2

1
)]([

0

2

2


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
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
.  (2) 

New support points are sequentially added into the maximum value of P[I(x)] until the P[I(x)] 

approximates zero. P[I(x)] shows the location of the maximum improvement but not its amount. The 

better criterion is therefore the expected improvement function. 

Maximizing the expected improvement function (EIF) (Jones et al., 1998) is based on the idea of the 

probability of improvement. EIF is an expected value of P[I(x)] defined as 
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The maximum value of EIF localizes the next point that should be added into the surrogate model to 

make it more accurate. Proposed EIF makes a balance between a local and a global search. The local 

search is focused on an improvement of the local minimum vicinity and the global search concentrates 

primarily on unknown areas exploration where the standard error of the predictor has the maximum value. 

This approach is sequential and maximization of EIF is done repeatedly until the maximum of EIF is 

greater than some prescribed value. The Branch and Bound method used in Jones et al. (1998) for the 

maximization is however quite often too expensive to run to final convergence (Bichon et al., 2008). The 

complete global optimization algorithm is called Efficient Global Optimization (EGO). 

Goal seeking searches for an input (a goal) that corresponds to a specific predefined function value. It is 

based on the maximization of the conditional log-likelihood function by varying inputs and Kriging 

model parameters; see Forrester et al. (2008) for more details.  

2.2.2. Updates for meta-models replacing constraints functions in RBDO 

Bichon et al. (2008) use an adaptive update of Kriging together with an adaptive importance sampling 

(AIS). An update of a meta-model is inspired by Jones et al. (1998). Instead of EIF, Expected Feasibility 

function (EFF) is utilized. Since an improvement of the meta-model is not used for global minimization 

but for the reliability assessment, the bound dividing the domain into the safe and the failure region has to 

be more accurate. An equality constraint for a reliability assessment is defined as G(u) = z where z is 

a threshold value. EFF is therefore integrated over a region z ± ε. Efficient Global Reliability Analysis 

(EGRA) first generates a small number of support points (at least to define the quadratic polynomial) and 

computes true function values in those support points for building the Gaussian process model. Those 

samples are recommended to cover the design space uniformly over the bounds ±5σ. The point that 

maximizes the EFF is located by DIRECT algorithm and the true function is calculated. EFF is 

maximized and support points are added into the meta-model repeatedly until the stopping criterion in the 

form of the prescribed maximum EFF value is not fulfilled. 

Active Kriging + Monte Carlo Simulation (Echard et al., 2011) creates and updates a meta-model only on 

a generated Monte Carlo (MC) population and not on any other points. At the beginning, few support 

points are chosen from the whole MC population by e.g. k-means clustering. Subsequently, support points 

for an update are obtained by minimizing the so-called Learning function on whole MC population, 

which is the ratio of an absolute value of a predicted value by a meta-model to Kriging variance. Since 

the MC population is generated only for one combination of design variables, this method in its 

unmodified version works only for reliability assessment. Nevertheless, several options are available to 

extend it for RBDO. First, a new meta-model can be trained for each combination of design variables 
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proposed by RBD optimizer, however, this approach can be quite time consuming. Second, a meta-model 

is kept for all design variables combinations and just new points from new MC populations are added to 

make the meta-model more precise across the whole design space. Third, the MC population can be 

widen just for the meta-model improvement purposes. 

Meta-model independent update for RBDO not utilizing the feature of the ability to forecast a predictor 

error is not very often used. Myšáková et al. (2013) use a multi-objective optimization for locating 

additional support points regardless of the meta-model type. There are two criteria: first, a new support 

point should be near the limit state that is carried out by minimizing the quadrate of the surrogate limit 

state function. Second, to bring the maximum new information, the point should be far from other points 

as quantified by MiniMax metric. The final Pareto-front is clustered and the best points are added to DoE 

to update the meta-model. This routine is run sequentially until the stopping criterion is fulfilled. 

3. Conclusions  

For a meta-model updating, it is necessary to distinguish what is a purpose of the meta-model. The 

reliability assessment requires an improvement mainly in the vicinity of the most probable point. In the 

reliability-based design optimization, the meta-model can replace an objective function or the constraints 

in the both forms of equality or inequality. In case of an objective function approximation, the global 

optimum should be located and updated. Constraints meta-models require an improvement in the defined 

contour dividing the space into the feasible (or safe) and non-feasible (or failure) domain. If Monte Carlo 

or variance reduction techniques (e.g. Importance sampling or Subset simulation) are utilized for 

a reliability assessment for each combination of design variables in the RBDO procedure, the meta-model 

replacing the true limit state function is more essential unless the objective function is very time 

consuming. A meta-model is one of very few options to solve the problem. However, the outcome is 

highly dependent on the meta-model ability to describe the given problem. Any time, an issue of over-

fitting and/or over-simplification can occur and the quality of the used meta-model must be therefore 

continuously checked. For comparative studies of meta-models’ performance under multiple modelling 

criteria, see e.g. Jin et al. (2001). 
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Abstract: The degenerative and traumatic injuries of a spine are very frequent. In those cases it is necessary 

to stabilize the corresponding spine segment using a spine implant. The spinal implants are rigid or flexible, 

the latter known as dynamic ones in medical practice. In this paper, the problems of the physiological spinal 

segment and the segment with implant were solved using the computational modelling (finite element 

method). Computational model consists of 4 lumbar vertebrae L2 – L5, intervertebral discs, joints and spinal 

implants. The spinal segment was loaded by the force 400N. The displacement of the whole system, contact 

pressure of cartilages, equivalent strain in cancellous bone and equivalent stress in the implant were 

analyzed. The deformation of the physiological model and the model with the implant are comparable, but 

the bone tissue of the model with the implant is dramatically more loaded in vicinity of the screws. 

Keywords: Spine, Implant, Intervertebral disc, Joints, Stress – strain analysis. 

1. Introduction 

Degenerative diseases and traumatic injuries of a spine afflict a great deal of the population of the Czech 

Republic. These injuries can lead to the oppression of blood vessels and nerves; besides, injuries of 

intervertebral discs (ID), joints and vertebrae occur frequently as well. In these cases, it is necessary to 

stabilize the damaged spinal segment with the implant.   

The spinal implants are divided into rigid and flexible. The latter are known as dynamic ones in medical 

practice. The spinal implant has to stabilize the spinal segment for arbitrary (possible) load. It is clear, 

that the spinal segment with the flexible implant has to be stiffer than the physiological state of the spine. 

Moreover, the deformation of the segment in the physiological state is different for arbitrary load. The 

aim of this paper is stress – strain analysis of the flexible implant. 

2. Materials and Methods 

We can simulate a function of a spinal segment with the implant using the computational modeling. The 

computational modeling is suitable, because it allows us to change loads effectively, to simulate different 

states of the spinal segment and to analyze the results relatively easily. Besides, to perform an experiment 

in vivo is very demanding. 

For a solution of the given problem by means of the finite element method, it is necessary to create a 

computational model which, in this case, consists of four independent parts: model of geometry, 

materials, loads and boundary conditions (Manek et al., 2012). 

2.1. Geometry model 

The geometry was created by using computer tomography (CT) data of a woman. The data were obtained 

from University of Iova database (Visible Human Project CT Datasets 2012). The geometries of 

four lumbar vertebrae (L2 - L5) were modelled using the hybrid segmentation in software STL Model 

Creator (Marcián et al., 2011; Prášilová et al., 2012). Three models were created in this paper in order to 

compare the results of stress – strain analyses. The first one is a physiological model consisting of 4 

                                                 
*  Bc. Eva Prášilová, Assoc. Prof. Ing. Zdeněk Florian, CSc., Ing. Petr Marcián, PhD.: Institute of Solid Mechanics, 

Mechatronics and Biomechanics, Faculty of Mechanical Engineering, Brno University of Technology, Technická 289/2,  

616 69 Brno, CZ, eprasilova@seznam.cz, florian@fme.vutbr.cz, marcian@fme.vutbr.cz 

512

mailto:florian@fme.vutbr.cz


 

 3 

vertebrae, 3 ID, 12 cartilages in joints. The second one is a spine model with a degraded ID. The last one 

is the model with a dynamic implant and with a degraded ID shown in Fig. 1 (the implant was inserted 

into vertebrae L2 and L3). The model with the implant consists of 39 parts and the physiological one 

consists of 19 parts that was modelled in software SolidWorks and ANSYS. 

 

 

 

 

 

 

 

 

Fig. 1: Geometry model of spine with implant. 

2.2. Models of materials 

All components of the model was modelled by the linear elastic homogeneous isotropic model of 

material, which is specified by Young’s modulus E and Possion’s ratio µ on the basis of literature  

(Tab. 1), (Martinez et al., 1997; Goel et al., 1997). 

Tab. 1: Material properties. 

Material Young’s Modulus [MPa] Poisson’s ratio [-] 

Cortical bone 12 000 0.3 

Cancellous bone 100 0.2 

Cartilage 24 0.4 

Nucleus pulposus/degraded 1/0.2 0.49 

Annulus fibrosus/degraded 30/6 0.45 

PCU (polycarbonate urethane) 31.8 0.3 

Titanium alloy 100–Ti-6Al-7Nb 110 000 0.3 

2.3. Model of load and boundary conditions 

On the bottom surface of vertebrae L5, all nodes were fixed. On the top surface of vertebrae L1, the 

compressive load F = 400 N (Schrazi-Adl et al., 1987) was applied in all analyzed models. 

2.4. Computational model 

Finite elements SOLID186 and 187 were used for modeling of the vertebrae, cartilages, IDs and implant. 

SHELL181 was used for the cortical bone (thickness 1 mm). TARGET170 and CONTA174 were used 

for modeling of contact between cartilages (friction 0.001) and between titan alloys – PCU (friction 0.3). 

There were created six contact pairs between cartilages (Fig. 1, detail A) and then three contact pairs 

connected with the implant (titan ring with PCU rings, titan rod with titan ring and PCU rings, see detail 

B in the Fig. 1).The final number of degree of freedoms (DOF) for model with implant was 2.5 million 

and the physiological one had 1 million DOF. Due to the character of the problem and of the 

computational model, the solver was set to the large deflection mode. 

3. Results 

The total displacement results are shown in Fig. 2. The dominant displacement is in the direction of y axis 

(anterior – posterior direction). In the physiological model is uymax = 3.09 mm, the displacement of the 
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model with the degraded ID uymax = 5.12 mm and uymax = 2.92 mm when the implant and the degraded ID 

is used. 

 

 

                  

Fig. 2: Total displacement of: a) Physiological model; b) Model with degraded ID;  

c) Model with implant and degraded ID [mm].  

The contact pressures in cartilages were analyzed in all three models. The maximum values of contact 

pressures are shown in the Fig. 3. The contact pressure distribution in the selected cartilages is shown as 

well. The greatest contact pressures occur in the model with degraded ID (specifically, in the cartilages of 

vertebrae L4/L5 (left)). The lowest pressures occur in the model with implant (specifically, in the 

cartilages of vertebrae L3/L4 (left)). 

 
Fig. 3: Graph of contact pressures [MPa] of cartilages (note: Lxx/Lyy – contact between lumbar 

vertebrae number xx/yy, L – left side, R – right side). 

The equivalent strain (strain intensity) was analysed in vertebrae L3 and L4 in the cancellous bone tissue 

(see Fig. 4a). For better understanding, the colour ranges were changed in order to correspond to intervals 

of strain intensity suggested by Frost theory (Martin et al., 1989). The Frost’s theory says that the bone 

remodelling is limited by 2000 - 2500 µε in the physiological statue and the bone overloading lies in the 

thresholds value 3500 and 4000 µε. From Fig. 4a, it can be seen that the cancellous bone tissue is 

overloaded in the places in the beginning and at the end of the screws. 

To assess the limit state of elasticity, the equivalent stress was determined on the basis of the Von Mises 

yield criterion. The values of equivalent stress of implant are shown in Fig. 4b. The maximum value  

(177 MPa) is in the titan rod under the titan ring. 
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Fig. 4: a) Equivalent strain [-] of vertebrae L3 and L4; b) Equivalent stress [MPa] of implant.  

4. Discussion  

The results show that the deformations of the physiological model and model with dynamic implant are 

comparable. The largest uy displacements occur in the spine model with degraded ID (40 % more than in 

case of the physiological model). As Fig. 2 and the results of uy displacements show, the dynamic implant 

significantly decreases the deformations and the spine segment with degraded ID and implant approaches 

to the physiologic state (the difference is about 5.5 %). 

The range of the calculated contact pressure is from 0.15 MPa to 2.57 MPa. The application of the 

implant decreases the contact pressure between L3/L4 approx. by 94 %. On the other hand, the pressure 

increase by 17% was occurred between L4/L5. Implant screws cause the stress redistribution in the 

vertebrae. The most loaded cancellous bone tissue was found in the part enclosing the screws in L3 and 

L4. Maximum Von Mises stress is 177 MPa in the titan rod which is subjected to bending. The value of 

maximum equivalent stress is under the yield stress. 

5. Conclusion  

This biomechanical study of the spine segment was focused on the stress-strain analysis of the 

physiological system and the system with the dynamic spine implant and the affected part of the degraded 

ID. It was shown that the dynamic spine implant has a positive influence on the deformation of the system 

with the degraded ID. Unfortunately, the bone tissue around screws is overloaded according to Frost 

theory. 
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Abstract: The behavior of a single crack in a fiber composite strongly influences its macroscopic tensile 

behavior after initiation of the cracking. It affects whether the damage locates in one macro-crack or is 

represented by large amount of fine cracks and the composite retains the ability to carry the tensile stress in 

hardening response. As part of the research of fiber-reinforced lime-based mortar, the model of a single 

fiber-bridged crack response was developed, which allows prediction of the cohesive response for 

experimentally identified micromechanical parameters of individual components of the composite. 

Subsequently, the direct tensile test was performed with notched specimens of fiber-reinforced mortar to 

evaluate cohesive relation and also to verify the model. The notch ensures formation and further 

development of just one crack. The experiment was carried out for several different amounts of fibers in the 

composite. The results show that the maximum bridging stress is not only affected by strength of the fiber 

reinforcement, but also by shear strength of the matrix, which reduces the load carrying capacity. 

Keywords:  Single crack behavior, Fiber composite, Lime-based mortar. 

1. Introduction 

Fiber composites are one of the modern trends of material engineering. Fibers in the composite are 

important not only with regard to shrinkage, but also to carrying capacity after initiation of the cracking. 

By systematic design of the composition, we can achieve that the composite exhibits hardening response 

and damages in the form of large amount of fine dispersed cracks during high tensile deformations. In the 

past, several criteria have been defined in order to attain such behavior (Marshall and Cox, 1988; Li and 

Wu, 1992). These criteria are related to the behavior of a single crack (either to strength of fiber 

reinforcement or to energy associated with crack propagation). 

In our research we are developing a fiber composite, which shows strain-hardening response and multiple 

cracking under tensile loading. It consists of lime-based matrix reinforced with short synthetic fibers. The 

use of this composite is intended for maintenance and repair works of historic building and monuments. 

One of the tasks during the mixture design is to determine the appropriate amount of fibers in the 

composite to satisfy the specified mechanical criteria. It is necessary to take into account the workability 

of fresh mixture as well. Therefore, the direct tensile test on specimens with notch from designed mixture 

composition was performed. The main purpose of this work is to experimentally evaluate cohesive law of 

a single fiber-bridged crack (relation between bridging stress and crack opening displacement - COD) and 

to verify the proposed micromechanical model. 

2. Numerical Simulations 

In our previous work we proposed the model of a fiber bridged crack, which was able to predict relation 

between bridging stress and crack opening displacement (Přinosil and Kabele, 2012). It is based on 

behavior of individual fiber, whose response can be described by analytical relation between applied load 

and pullout displacement of the fiber (Li and Leung, 1992). Cohesive stress in the model is then 

calculated as the sum of forces in all fibers bridging the crack divided by area of the crack. 
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Micromechanical parameters used in these relations were experimentally evaluated (Přinosil and Kabele, 

2012; Přinosil and Kabele, 2013). Since the fibers are randomly generated in a volume of the specimen, 

results show some variance. Fig. 1 shows the results for several considered amounts of polyvinyl alcohol 

fibers (type REC 15×8, produced by Kuraray Company) in lime-based matrix.  
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Fig. 1: Numerical tensile stress-crack opening displacement results. 

3. Experimental Research 

Experimental research was carried out in order to evaluate the single crack cohesive relation and also to 

validate the model. From fiber-reinforced lime mortar specimens with dimensions 16×55×80 mm were 

prepared with a thin notch around the whole cross-section at the middle of the specimen (Fig. 2, left). The 

notch was made in order to ensure formation and further opening of a single crack during tensile loading. 

Before the beginning of the test, the front surface of the specimen was covered by a contrasting color for 

the image analysis of displacements (Fig. 2, right). 
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Fig. 2: Specimen geometry (left) and tensile test setup (right). 

Direct tensile test was performed by means of the MTS 858 system with controlled crosshead 

displacement. During the experiment, the applied force in load-cell, crosshead displacement, deformation 

by two extensometers attached to the side surfaces were continuously recorded (Fig 2, right). 

Furthermore, the high resolution images of exposed part of the specimen were taken with frequency 1 Hz. 

Fig. 3 shows stress-crack opening displacement diagrams for mortar with four different fiber contents  

Vf (0.5%, 1.0%, 1.5%, 2.0%). 
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Fig. 3: Experimental tensile stress-crack opening displacement results. 

4. Results and Discussion 

In comparison with numerical simulations, experimental data show lower values of the maximum 

bridging stress and high variability. We consider that it is due to unusual mode of the failure. Instead of a 

typical flat crack, experimental specimens break in the shape of a shear cone (Fig. 4). For this failure 

mode it is expectable that the strength of fiber reinforcement is reduced because loading direction is not 

perpendicular to the crack surface. Thus the bridging fibers are more bent on crack surface and the 

concentration of the bending stress in a fiber reduces its load carrying capacity (Li and Leung, 1992). On 

the other hand, during breaking in this failure mode the frictional forces between both crack surfaces 

arises, but does not reach significant values. High scatter of the experimental results could be caused by 

variability of shear cone shape. 

 

Fig. 4: Shear failure of the specimen. 
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5. Conclusions 

The single crack response of fiber-reinforced lime based mortar has been investigated. Four sets of 

experimental specimens with different amounts of fibers were prepared and tested. Experimentally 

evaluated cohesive relations were compared with results of the proposed micromechanical model. In the 

case of experimental data, the value of maximum bridging stress was lower than the numerical results. It 

was caused by an unexpected mode of failure similar to a shear cone. This failure mode noticeably 

reduced the strength of the fiber reinforcement. Therefore, it is necessary to modify the proposed 

micromechanical model in the future work, so that it will be able to capture this phenomenon. 

Simultaneously it is necessary to perform detailed evaluation of results using image analysis. 
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Abstract: Paper describes a mathematical model for analyzing the dynamic characteristics of five-blades 

bunch with different damping connections among individual blades. The connections of blades by means of 

special rubber elements either with the fixed contact with neighboring blades or with one-sided slip is 

presented.  Systems with dry friction connections among blades by means of direct contacts or by inserted 

dry friction elements are described as well. As an example of analysis results, response curves of five-blades-

bunch excited on first blade at different dry friction force in the first bending resonance is shown. Elaborated 

analysis create the basic theoretical background for evaluation of measurement on experimental bladed disk 

set in the laboratory of Institute of Thermomechanics of ASCR and it is also applied for evaluation of 

effectiveness of methods for suppression of forced vibration of blades.  

Keywords: Damping, Dry friction, Five-blades-bunch, Harmonic excitation, Response curve. 

1. Introduction 

Introduction of additional damping elements or friction connection into blades’ shroud can very 

effectively damps undesirable vibrations of turbine blades vibrations (Pesek and Pust, 2011a), (Pesek and 

Pust, 2011b). Many theoretical, numerical and experimental studies were done in Institute of 

Thermomechanics ASCR in this field.  The previous investigation of dynamic properties of two-blades-

model connected either by a rubber element, by direct friction contact or by inserted friction element 

showed very positive results. In the presented paper, the simple basic two-blades-model is enlarged on the 

study of five-blades-bunch provided again by means of different types of damping connections.  

2. Mathematical Models of Five-Blades-Bunch 

Because the experimental research is usually encumbered with a lot of marginal influences, the 

preliminary analytic-numerical solution of mathematical model has been done. This initial theoretical 

phase of research is very useful as it enables comparatively easy to complete knowledge of dynamic 

behaviour of studied system and optimise experimental procedures.  Following types of mathematical 

models of five-blades-bunches were investigated. 

 

 

Fig. 1: Computational model of five-blades-bunch. 

Five-blades-bunch can be modelled by a simple five masses system shown in Fig. 1, where the blades are 

replaced by 1 DOF systems, the eigenfrequencies of which correspond to the first bending 

eigenfrequencies of real blades. The torsion eigenfrequencies of these blades are supposed to be much 

higher than the bending ones (mass m, stiffness k, damping coefficient b) and therefore, in the first 

approximation, the torsion deformations and torsion vibrations of blades are not taken into account.  
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The connections of blades are in Fig. 1 realized by special rubber elements (Jones, 2001), which are on 

theirs sides loaded by such sufficiently great friction forces in the contact areas with the neighbourhood 

masses that no slips occur in these connections during operation. The linear Voigt–Kelvin model 

describes deformation properties of rubber damping elements. 

If the friction forces in the contact areas between rubber element and the neighbourhood masses are low, 

than a slip can occur at one side of rubber element. The rubber element is completely fix connected only 

to one model of blade, but it touches the other blade by the dry friction contact. 

 In such case, the dynamic computational model of the 

connection between two blades masses is shown in Fig. 2. One 

half of element’s mass me/2 is fully connected with mass mi, the 

second me/2 is connected with blade’s mass mi+1 only by the 

sliding contact with the dry friction force Ft. Spring and damping 

element modelling the deformation properties of rubber link both 

half-element-masses together. Motion yei(t) of the second half-

element-mass me/2 is determined by the friction force and 

viscous elastic rubber forces and must be described by the 

individual differential equation.  

Motion of such a whole system, in which the same slipping 

properties according to Fig. 2 is supposed, is described by nine 

nonlinear differential equations; five equations are for masses mi,   

(i = 1 – 5)    and four ones for damping elements’ masses mej = me/2,    ( j = 1 – 4).  

The simplest damping connections among the blades heads are realized by direct contacts, where dry 

friction forces are described by Coulomb law (see Fig. 3a): 

 ))()((/)sgn( vHvHfFvvfFvfFF NNNt       for v  0,  (1) 

 NNt fFfFF ,                                                       for v = 0, 

where f  is coefficient of dry friction, FN  normal  force,  v relative velocity, Ft friction force, H(v) 

Heaviside function: H = 1 for v  0 and H = 0 for v  0. 

                  

       Fig. 3a: Coulomb dry friction characteristic.       Fig. 3b: Different coefficients fs > f. 

A lot of fiction couples made of various materials have friction coefficient f in motion (v  0) different 

from the friction coefficient fs without motion (v = 0, see Fig. 3b). Mathematical model of such a 

connection is similar to eqs. (1), where in the second equation f must be replaced by fs. 

The last investigated five-blades-bunch is a system with damping connections among the blades heads 

done by means of inserted stiff dry friction damping elements with masses me. These damping elements 

are held in the trapezoidal slot among heads by means of centrifugal force and saved against axial pushing 

out by means of stops (Fig. 4 left) or by weak springs (Fig. 4 right). Mathematical model in both cases 

contains several strongly nonlinear functions in nine differential motion equations.  

Fig. 2: Model of rubber damping 

element with one-side slip. 
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Fig. 4: Five-blades-bunch with inserted dry friction elements. 

The harmonic excitation forces )cos(0 tF i  acting on blades, modelled here by masses mi, can be 

generally of different magnitudes (Pesek and Pust, 2011a), (Pesek and Pust, 2011b). Sometimes we need 

to take into account also the coupling of blades due to the compliance of turbine disk. Effects of different 

forms of excitation force vector F = [F01, F02, F03, F04, F05], where Fi(t) = F0icos(ωt), i =1,..5 on the 

vibration of five-blades-bunches with different friction connections are analysed in the paper. 

3. Free Vibration of Five-Blades-Bunch 

The bunch of blades connected by viscous-elastic rubber elements ere investigated both theoretically and 

experimentally and results of this work were presented on the last conference Engineering Mechanics 

2013 and published in (Pust and Pesek, 2013a), (Pust and Pesek 2013b). It has been proved there, that due 

to the more complicated forms at higher eigen-modes the modes’ damping increases with frequency even 

at the constant material viscous damping coefficient. 

The application of orthogonality of excitation forces 

distribution to the other eigenmodes of blades 

bundle was necessary for analysis and isolation of 

selected resonance. 

The influence of friction connections in the contact 

surfaces between rubber and blades’ heads was 

investigated as well. It was shown that the decrease 

of friction forces in contact surfaces increases the 

resonance amplitudes of excited mass and decreases 

amplitudes of other, non-excited masses. The first 

step at the beginning of investigation of nonlinear 

dry friction systems of blades bunches was the 

ascertaining of free vibration’s modes (Fig. 5) and 

theirs exploitation for isolation of selected 

resonances.  

4. Example of Response Curves of Five-Blades-Bunch 

Let us show the influence of different coefficient of dry friction on the response curves of five-blades-

bunch excited by a harmonic force acting on the first mass in the frequency range f =  (120.5, 121.5) Hz 

containing the first resonance. Amplitude of excitation force is F0 = 10 N.  Response curves of five 

masses system connected by simple Coulomb dry friction forces in the contacts among masses are shown 

in Fig. 6. If the friction forces among blades are very low (Ft = 0.2 F0 = 2 N) then the first, excited mass 1 

vibrates with considerable higher amplitude than other four masses, which are fixed connected together 

due to the friction forces. However, in the resonance zone the increase of amplitudes causes separation of 

mass 2 from the coupled masses 3, 4, 5. All four masses connect together again in the over-resonance 

zone (Fig. 5, above left) 

Twice higher friction (Ft = 4 N, Fig. 5, above right) connects masses nearer. Further increase of friction 

forces to Ft = 5.5 N (Fig. 5, bottom left) decreases again resonance peak of excited mass 1 and moderately 

increases amplitudes of rest of masses. The greatest friction force Ft = 6.5 N (Fig. 5, bottom right) results 

Fig. 5: Eigenmodes of five-blades-bunch. 
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in merging of all response curves into one line with exception of small part at 121 Hz, where small 

splitting of mass 1 from masses 2, 3, 4, 5 is recorded. 

 

Fig. 6: Response curves of five-blades-bunch excited on first blade at different  

dry friction force Ft = 2, 4, 5.5, 6.5 N. 

5. Conclusion 

Analysis of dynamic behaviour of numerical models of five-blades-bundle with different types of 

damping elements is presented. The main attention was given to the response curves of individual blades. 

It was shown that the application of damping connections in blades shroud is advantageous for 

suppressing of resonance peaks.  

Elaborated method of solution and obtained results create basic theoretical background for evaluation of 

measurement on laboratory experimental bladed disk set and for evaluation of effectiveness of the various 

types of damping elements on suppression of forced vibrations of blades.  

Acknowledgements 

This work was elaborated in Institute of Thermomechanics AS CR v.v.i. and supported by conceptual 

development of research organizations RVO: 61388998.  

References 

Jones, D. G. (2001) Handbook of Viscoelastic Vibration Damping, John Wiley&Sons Ltd, New York. 

Pešek, L., Půst, L. (2011a) Mathematical model of a blade couple connected by damping element, In: Proc. 8
th
 

International Conference on Structural Dynamics, EURODYN 2011, (Roeck G. De, ed.), Katolieke Universiteit, 

Leuven, pp. 2006-2011. 

Pešek, L., Půst, L. (2011b) Influence of dry friction damping on bladed disk vibration, In: Vibration Problems 

ICOVP 2011, (Petrikova I., ed.), Berlin, Springer, pp. 557-564. 

Půst, L., Pešek, L. (2011) Friction in blade system, In: Computational Mechanics 2011, (Zeman Vl. ed.), CD-ROM 

edition, 2 p. 

Půst, L., Pešek, L. (2013a) Mathematical Model of Blades Bundle with Damping Connections. Eastern European 

Journal of Entrprise Technologies, 2013, 10, pp. 43-46. 

Půst, L., Pešek, L. (2013b) Model of Turbine Blades Bundles, In: Engineering Mechanics 2013, (Zolotarev I., ed.) 

CD-ROM edition, pp. 467-477. 

523



 
20

th
 International Conference  

ENGINEERING MECHANICS 2014 

Svratka, Czech Republic, 12 – 15 May 2014 

METHODS OF DETECTING THE UNDESIRABLE OBJECTS  

ON BELT CONVEYORS 

A. Pustułka
*
 

Abstract: The paper presents the methods of detecting the undesirable objects (stones, not coal rocks) on 

belt conveyors. Among methods which can be applied are: a method utilizing the X-rays, an ultrasonic 

method, a sorting set and a thermal imaging method. A stone or another undesirable object which gets to belt 

conveyor can damage it. But if an undesirable object gets to the transporter, the system should detect and 

remove it. 

Keywords: Gangue, Conveyor belt, Defect detection, Separating, Lignite coal. 

1. Introduction 

Conveyor belts are important components for the opencast mining. Therefore, they should be modernized. 

Constant streamlining of their action supports the development of the mining, but thanks to modern 

technologies, a safety of work in the mine increases (http://www.ppwb.org.pl/wb/79/10.php). Extremely 

difficult conditions of the operation significantly influence on a durability of belt conveyors and on a belt 

of conveyor in particular. 

The process is caused by (http://www.ppwb.org.pl/wb/79/10.php): 

 non-axial structure of belt conveyors, 

 insufficiently leveled structure of the transporter, 

 exaggerated pollution of the space under the transporter, 

 too big lumps of transported mining. 

Waste, coming from a searched, recognized, stored ore deposit, is an extractive waste (Kotarska, 2012).  

Waste rock can be: 

 waste rock of the new mineshafts from currently conducted works connected with sinking, 

 waste rock from the current mining, 

 waste rock deposited in the objects of neutralizing (slag heaps). 

Waste rock produced during the mining is mainly an unchanged natural element of the lithosphere built 

primarily of sandstones, dolomites, limestones, anhydrite, slates, marbles and gravels. An extract coming 

out of the waste rock contains the increased content of sulphates and dissolved substances. 

Flotation waste rock is a mixture of coal dust, water, ash or sand of mineral resources. Material about the 

granularity from 0 to 0.5 mm and the content of ashes (non-inflammable permanent elements) is crossing 

60 % (Kotarska, 2012). 
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2. Methods Used for the Detection of Waste Rocks on Belt Conveyors 

The lignite has characteristic properties and because of that it is possible to identify it. It is presented in 

the Tabs. 1 – 3. 

Tab. 1: Chemical composition and the value of the density of the lignite (Kaczmarczyk, 2009). 

Chemical composition Density[kg/m
3
] 

C [%] H [%] S+N [%] O [%] 
920 ÷ 950 

58 ÷ 78 4.5 ÷ 7.5 10 ÷ 35 0.8 ÷ 4 

 

Tab. 2: Contribution of analytical elements in the lignite (Kaczmarczyk, 2009). 

Contribution of analytical elements 

Moisture 

content 

[%] 

Mineral 

matter  

[%] 

Organic 

matter 

 [%] 

50 10 40 

 

Tab. 3: Group elements in the organic matter of the lignite (Kaczmarczyk, 2009). 

Group elements in the organic matter 

   
Humic 

acids  

[%] 

Humins 

[%] 

Bitumens 

[%] 

Cellulose 

wadding 

[%] 

Cellulose 

[%] 

Residual 

vegetable 

matters  

[%] 

Mineral 

charcoal 

[%] 

13 ÷ 85 7 ÷ 81 80 70 40 2 ÷ 8 2 ÷ 80 

 

In order to detect the waste rock on belt conveyors one should apply an appropriate method. Therefore 

such methods which enable detection of an undesirable object in mining product are discussed below. 

Comparison of these methods should help to choose the best one in terms of the detection of waste rocks.  

2.1. Method utilizing the X-rays 

X – ray scanner, which scan a mining product is installed on the initial stretch of belt conveyors. Next, the 

data from the scanner is controlled appropriately through the special program. 

In the Fig. 1 is shown the structure system of the detection of waste rock. The program analyzes the 

image of a given part of mining products. The value of density of lignite is well-known and it amounts to 

920 ÷ 965 kg/m
3
. A standard of the greyness scale is based on this value. If any undesirable object gets on 

the conveyors belt, it is automatically detected because it has parameters which are other than the 

standard. In case of detecting an undesirable object on belt conveyors, the program stops the conveyors 

belt, the object is removed and then the program resumes action. 

 

 

Fig. 1: Structure of the detection system of waste rocks (Pustulka, 2013). 
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A mobile X – ray scanner is designed to detect waste rocks on the belt conveyors. A mobile X – ray 

scanner of the AutoClear 150180 company is made as a model of the standard (Pustulka, 2013). 

2.2. Sorting set 

A classification of coal is based on account of the size of grains. Thanks to that, it is possible to design the 

system which separates the mining products. 

The technological cycle of the sorting set starts when the material is found in the intake hopper, placed 

above the shaking screen. This intake hopper allows to point the stream of material for the shaking screen 

or to avoid that and slide it directly to the conveyor belt. By proper placing the intake hopper above the 

shaking screen, a classification of materials is held basing on the size of mesh of sieves. In the next step, 

products of classification are placed on appropriate belt conveyors. Each product is stored on the cones or 

it is directly given to the means of transport. 

A possibility of classification on the basis of the size of coal grains of mining product is an advantage of 

this system. Thanks to such a system, there is a possibility of detecting an undesirable object, e.g. of 

waste rock. 

This method isn't giving the 100% warranty on detecting undesirable objects 

(http://mifama.com.pl/files/resourcesmodule/@random4537640a142d9/1161934047_Glowne_produkty.p

df). 

2.3. Thermal imaging method 

The thermography consists of the measurement of the infrared radiation emitted by objects. 

Thanks to applying the thermographic camera with IR and MSX resolution, different objects may be 

controlled. The thermal imaging method allows to detect undesirable objects on belt conveyors. 

The values of thermographic camera radiations are registered in the infrared region of 0.9 ÷ 14 µm. The 

dependence of value of the radiation intensity on the temperature is also well-known. The thermography 

allows to observe the differences of the temperature between various parts of working devices as well as 

between different objects. It is assumed that temperature of an undesirable object e.g. of a stone is 

different from the temperature of coal (http://www.leren.pl/termowizja.html). 

2.4. Ultrasonic defectoscopy 

Due to properties of ultrasound, one can distinguish (Andruszkiewicz, 2009), (Sliwinski, 2001): 

 method of the echo, 

 method of the shadow also the method of letting in, 

 method of the resonance, 

 TOFD method (time of flight diffraction). 

Conduct of research with ultrasonic method relies on (Andruszkiewicz, 2009), (Sliwinski, 2001): 

 entering ultrasonic waves into an object (of resilient waves), i.e. mechanical pulses about 

frequencies greater than 20 kHz; scanning the surface of the object is required; 

 detection of signals, which were triggered by waves going through objects. 

In case of detection of undesirable objects on belt conveyors the best method applied is a method of the 

echo which relies on: producing and entering impulses of ultrasonic waves into studied material and their 

receipt after straying from the material defect or limiting areas. 

It is assumed that impulses of an ultrasonic wave are different in case of an undesirable object in mining 

product than when there is no such an object in mining product. It allows to detect and identifying this 

object (Andruszkiewicz, 2009), (Sliwinski, 2001). 

3. Conclusions 

Because of the characteristic properties of lignite, it is possible to identify the presence of undesirable 

objects in mining product basing on an analysis of these properties.  
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The paper presents methods enabling such identification. A proper application of these methods helps to 

detect the waste rock on a transporter. Among them are: method utilizing the X-rays, sorting set, thermal 

imaging method, ultrasonic defectoscopy. 

Each of methods mentioned above can be used for detecting a stone in a mining product. The most 

accurate is an X-ray method to which utilization gives a higher probability of detecting an undesirable 

object. 
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Abstract:  This study investigates the influence of a widely used method in voice training and therapy, 

phonation into a resonance tube with the outer end submerged in water (‘water resistance therapy’ with 

bubbling effect). Acoustic and electroglottographic (EGG) signals and air pressures in the mouth cavity were 

registered and the formation of bubbles was studied using high speed camera. Bubbling frequency dominates 

in the spectra of the pressure signal being about 15 dB higher than the amplitude of the first harmonic, which 

reflects the fundamental frequency of the vocal folds’ vibration. Separation of the bubbles 10 cm under water 

surface starts when the buoyancy force acting on the bubble is approximately equal to the aerodynamic force 

in the tube. 

Keywords:  Biomechanics of voice, Phonation into tubes, Voice therapy. 

1. Introduction 

Different variants of phonation into tubes and straws have become increasingly popular in voice training 

and therapy. In Scandinavia a resonance tube and water resistance therapy methods have been used (see 

Sovijärvi, 1964; Laukkanen, 1992; Simberg and Laine, 2007). Phonation into a resonance tube (25-28 cm 

in length, 8 mm inner diameter, made of glass) in air has been used for voice training of normal voiced 

subjects to improve loudness and voice quality in an effortless way. Phonation into resonance tube 

submerged into water has been used for voice patients with many types of voice disorders. Immersion 

depth of 1-2 cm is used to treat both hypofunctional and hyperfunctional voice disorders, while the depth 

5-15 cm has been used for patients with incomplete vocal fold closure (Simberg and Laine, 2007).  

The present study investigates the mechanism that causes formation of the bubbles and separates them 

from the tube end. 

2. Methods  

One female and one male volunteered as subjects. This study focused on ordinary (most comfortable) 

phonation of the female subject into glass resonance tube, 27 cm in length, 7 mm in inner diameter, where 

the target fundamental frequency, chosen by the subject and controlled throughout the experiment was 

165 Hz. 

The sound pressure level (SPL) inside the oral cavity was measured using the B&K 4182 special 

microphone probe designed for measurement of acoustic pressure in small cavities, and the mean oral 

pressure (Poral) was measured by the digital manometer Greisinger Electronic GDH07AN connected with 

the oral cavity by a small compliant tube (inner diameter 1.5 mm, length 8 cm). The nose was closed with 

a clip to prevent any leakage of air through the nose. Electroglottographic signal (EGG) was registered 

using a dual channel device (Glottal Enterprises). The recording was made using 16.4 kHz sampling 

frequency by the PC controlled measurement system B&K PULSE 10 synchronized with a high speed 

camera that registered bubbling with the rate of 1000 frames per second. 

Frequency range of the digital manometer started at 0 Hz but attenuated gradually frequencies above 80 

Hz. The microphone probe was set to work in the range from 20 Hz to its upper limit 20 kHz. It means 
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that quite low frequency of bubbling FB could not be detected by the microphone probe properly. 

Contrary to that, fundamental frequencies of the vibrating vocal folds F0, that were above 100 Hz, were 

correctly recorded by this probe. 

3. Results 

Example of simultaneously recorded time signals for the dynamic oral pressure, EGG signal, oral air 

pressure and images of formation of the bubbles are presented in Figs. 1 and 2.  

 

Fig. 1: Dynamic oral pressure, electroglottographic signal (EGG), oral air pressure (Poral) and images 

taken by the high speed camera at the time instants marked by circles during a comfortable phonation 

into the resonance tube submerged 10 cm deep in water. 
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Comfortable phonation of the female subject into the tube submerged 10 cm deep in water is shown in 

Fig. 1. The time instants marked by small circles correspond to the images taken by the high speed 

camera. These images represent minimum of the oral pressure (see images 371, 435, 520, 591), maximum 

of the oral pressure (images 399, 470, 553, 630) and separation of a bubble from the tube end (381, 436, 

531, 596). The other images (452, 613) represent the moments of maximum water level inside the tube 

measured from the outer end of the bottom tube. 

The oral pressure multiplied by the cross-sectional area of the tube gives an airpressure force in the range 

from 31 mN to 45 mN. Buoyancy force acting on a bubble, when it is separated from the tube, was 

computed on the basis of volume of the bubble estimated from the corresponding image. This force was 

41 mN and 46 mN for the frames 381 and 531, respectively, being slightly higher than the force in the 

tube at these time instants. Therefore we can conclude, that the bubble separation starts when the 

buoyancy force acting on the bubble is equal or a bit higher than the airpressure force in the tube. 

 

Fig. 2: Vertical larynx position (VLP), electroglottographic signal (EGG), oral air pressure (Poral) and 

images taken by the high speed camera at the time instants marked by circles during a comfortable 

phonation into the resonance tube submerged 2 cm deep in water. 

Comfortable phonation of the female subject into the tube 2 cm deep in water is presented in Fig. 2. The 

time instants marked by small circles correspond to the images from the high speed camera and represent 

minimum of the oral pressure (see images 14, 77, 140, 196), maximum of the oral pressure (images 50, 

100, 175, 225) and separation of bubbles from the tube end (30, 45, 80, 155, 161, 204). The bubbles seem 

to be bigger in their volume because of lower hydrostatic pressure at the tube end submerged 2 cm in the 

water. However in this case the volume of the bubbles could not be properly estimated because the 
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bubbles reach the water level before separating from the tube end. The oral pressure multiplied by cross-

sectional area of the tube gives the airpressure force in the range from 1 mN to 14 mN. 

Oscillations caused by bubbling influence both the oral air pressure and vocal folds contact area as can be 

seen in EGG time signals. The bubbling frequency even affects vertical position of the larynx derived 

from amplitude difference between the two pairs of electrodes in EGG. See the upper graph in Fig. 2, 

where the maxima correspond to the time instants of separation the bubbles (images 30, 80, 155, 161, 

204). 

Frequency spectra of oral air pressure measured both by the digital manometer and by the microphone 

probe are displayed in Fig. 3 in the frequency range 0 – 200 Hz. The maximum peak of the intensity 

nearly 130 dB is located at the frequency of bubbling FB = 13 Hz and FB = 16 Hz for the tube end 

submerged 10 cm and 2 cm under water level, respectively. Lower peak at the frequency FB/2 indicates a 

subharmonic effect in bubbling separation which can be recognized in the time signals as the lowest 

minima at 7.29 s and 7.45 s in Fig. 1 and 6.75 s, 6.88 s and 7.01 s in Fig. 2. Fundamental frequency of 

vibrating vocal folds around F0 = 165 Hz is characterized by a peak of the level less than 120 dB (see the 

dashed lines in Fig. 3) surrounded by smaller peaks at frequency F0  FB , that indicates amplitude 

modulation of F0 by the bubbling frequency. 

  

Fig. 3: Frequency spectra of oral air pressure signal registered by microphone probe (dashed line)  

and by digital manometer (full line) during comfortable phonation into the resonance tube submerged  

10 cm (left) and 2 cm (right) deep in water. 

4. Conclusions 

Phonation into the resonance tube submerged under water surface substantially influences the oral-air 

pressure and vibration pattern of vocal folds by formation of the bubbles and their separation from the 

tube end. These changes show periodic character with the frequency 13 Hz and 16 Hz for 10 cm and 2 cm 

of water level, respectively. This bubbling frequency dominates in the spectra of the pressure signal being 

about 15 dB higher than the amplitude of the first harmonic, corresponding to vocal folds vibration at the 

fundamental frequency. Separation of the bubbles 10 cm under water starts when the buoyancy force 

acting on the bubble is approximately equal to the airpressure force inside the tube. 
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Abstract: We consider acoustic wave propagation in waveguides which are equipped with perforated plates 

in a form of single or multi-plate panels. Recently we developed mathematical models of the acoustic or 

vibro-acoustic interaction on such perforated structures using the method of homogenization. These models 

describe transmission conditions imposed on flat interfaces representing the panels in the global acoustic 

problems. In view of vast application in the structural optimization, we developed the sensitivity analysis of 

the acoustic fields with respect to the perforation design. In this paper we report on methods of modeling and 

optimization of the waveguides designed by the shape, position of the panels and their design.  

Keywords:  Vibro-acoustic Transmission, Micro-perforated Panel, Homogenization, Optimization, 

Sensitivity Analysis. 

1. Introduction 

The paper deals with design sensitivity analysis and optimization of perforated plates or multi-plate 

panels which interact with acoustic waves. Transmission conditions for coupling the acoustic pressure 

fields on both sides of the interface were derived using the homogenization of vibroacoustic interactions 

in a fictitious layer in which the deforming plates are embedded, see (Rohan and Lukeš, 2010) and 

(Rohan and Lukeš, 2011, Rohan and Lukeš, 2013). This modeling approach allows one to reduce 

significantly complexity of finite element meshes needed for computing acoustic response in global 

domains (the waveguides), since the complicated geometries describing the perforated panels are handled 

when solving local problems in representative volumes. By virtue of the homogenization method, the 

“macroscopic” parameters involved in the non-local transmission conditions take into account specific 

shapes of the holes in the plate and the geometrical arrangement of the panels containing multiple plates. 

The problem of minimization or maximization of transmission losses in a waveguide containing the plate 

can be solved to find piecewise periodic design of the plate perforation the shape of which is described 

with a few optimization parameters. Moreover we consider (simultaneously, or separately) optimization 

of the waveguide shape. The design sensitivity analysis of objective functions with respect to the design 

parameters is based on the shape derivatives and the adjoint equation technique. 

2. Model of the Acoustic Waveguide with Homogenized Perforated Panels  

We consider the global problem of the wave propagation in a waveguide 
3RΩG   filled by the acoustic 

fluid. 
GΩ  is subdivided by perforated plate 0Γ  in two disjoint subdomains 

+Ω  and 
Ω , so that 

0ΓΩΩ=Ω +G  
, see Fig. 1. The acoustic pressure field p  is discontinuous in general along 0Γ . 

Distribution of p  in 
GΩ  is described by the following equations, where   is the wave frequency (i.e. 

cκ=ω   where c  is the sound speed and κ  is the wave number) and 
2gκ is the transversal acoustic 

velocity 
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where  is an abstract function describing the homogenized transmission conditions, rs,  and p  are 

given data,  
0

Γ
  is the jump across 0Γ  and 

±± np  /  is the normal derivative on 0Γ  computed using 

the traces of pressures 
±p  defined in domains 

+Ω  and 
Ω , respectively. Boundary 

outinw ΓΓΓ=Ω   of the waveguide is split into walls and the input/output parts; by the constants 

sr,  in (1) different conditions on Ω  are respected: 0=s=r  on the waveguide walls wΓ , whereas 

1=s=r  on inΓ  (waveguide input) and 1=r , 0=s  on outΓ (waveguide output). 

 

Fig. 1: Top: The global domain 
GΩ  and the transmission layer in which the plate is situated.  

The representative periodic cell (RPC) Y where the solid part S represents the perforated plate.  

Bottom: The double plate panel and its RPC. 

The homogenized transmission conditions on 0Γ , see (1), describe the vibro-acoustic transmission on the 

perforated plates and involve internal variables describing the plate displacements, deflection and 

rotations (in the case of the Reissner-Mindlin type models). There are two cases to follow: 

Single plate panel. The homogenized Reissner-Mindlin thick plate is tailor-made for perforation by 

general cylindrical holes with axes orthogonal to the mid-plane of the plate (cf. (Rohan and Miara, 2011), 

an extension for the phononic plates), the transmission problem leads to two subproblems; the membrane 

“in-plane” modes of the plate vibrations coupled with surface tangent acoustic waves. The transmission 

condition involving g  is related to the deflection-rotation modes of the plate vibrations coupled with the 

exterior acoustic fields. 

Double-plate panel. Each of the plate is presented by thin plates. According to (Rohan and Lukeš, 2010), 

in general, there is coupling between transverse and surface acoustic waves, however, this phenomenon 

vanishes when the plate perforation preserves the transverse isotropy (e.g. the case of cylindrical holes). 

However, the coupling effect is retained also in a case of panels composed of parallel plates with 

“mutually shifted” cylindrical holes (possibly of different shapes) which, thus, break the transverse 

symmetry of the panel. We develop a homogenized vibro-acoustic transmission condition which is 

employed to couple two external acoustic fields on the both sides of the panel. 
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Here we describe the simpler of the two cases, involving only the simple plate model. For a given design 

(see below), the Galerkin formulation of (1) is to find U)ω,g,(p, θU := , such that 

 

 ,=)z,ψ,(q,=)f(=)Ψ( UU0 υVVVU,  (2) 

where (using the inner products  

,  and 

0

,


 ) 

    

 

 

,q,piω)f(

,ppψ,
ε

iωz,wS+),E(+

)M(z)N(w,ψ)F(g,g)C(z,+ψ)C(w,ω+

qqg,iwcqp,c+qp,ωqp,c)Ψ(

in
Γ

Γ

+SS

2

Γ

+

outin
ΓΩΩ

2:=

1

:=

00

0

222

V

θθ

υθ,

VU,















. (3) 

and U  is the set of admissible solutions. Above the bilinear forms SE,M,N,F,C,  involve homogenized 

vibro-acoustic transmission coefficients depending on the perforation design which is given by distributed 

parameters d . Recall the discontinuity of p  and q  (the test functions) on 0Γ ; by 0>0ε  the real 

thickness of the plate is respected. 

3. Optimal Design Problem 

The design variables d  describe the shape of holes within the RPC, see Fig. 1. It is given by the design 

curve SΓ  which determines the simple cylindrical type of perforations. In a more general setting of 

“nearly-periodic” perforations, the geometry of holes can vary with the global coordinate 0Γx . The 

second group of the design parameters a  describe the shape of waveguide GΩ  in a standard way, see 

e.g. (Haslinger and Neittaanmäki, 1996). In our study both d  and a  are the selected control points of 

spline-boxes in which the microstructures (the RVE of the transmission layer), or the global domain GΩ  

of the waveguide are embedded. 

The optimal waveguide shape and perforation design problem can be defined as follows: 

 

)(solvesto:subject

pp)Φ()Φ(

GΩadm
Aa,

adm
Dd

2

ˆ,min
2

U

UU  
 . (4) 

Above p̂  is the desired acoustic field, admD  is the set of admissible designs, constraining the shape 

regularity of the perforation and some other constraints (e.g. the area of the plate perforation); admA  

constraints shapes of GΩ .   

We report an example; the aim was to achieve a desired average acoustic pressure in the waveguide GΩ . 

For simplicity, the plate is subdivided in 3 parts, each one is perforated by circular holes. Thus, only 3 

optimization variables parameterize the design. The optimal designs are displayed in Fig. 2. The target 

average magnitude of the acoustic pressure was 317.14  m
2
/s. 

4. Conclusions 

The proposed modeling approach allows for an efficient treatment of the acoustic transmission on 

perforated plates. We considered various objective functions and optional constraints to optimize the 
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acoustic field in the waveguide. Recently we developed a model of the double-plate panels which can 

better influence the acoustic transmission. 

 

initial design: 

diameters of the holes 000 6.0,6.0,6.0 εεε  

 

      optimal design: 

diameters of the holes 000 58.0,49.0,29.0 εεε  

 

 

 

               

         

 

Fig. 2: Top-Right: The global domain 
GΩ  with a perforated plate, 3 sizes of holes in different parts are 

considered. Top-Left: Initial and optimized design of the three perforations. Bottom: The overall acoustic 

fields for the initial (left) and optimized (right) designs. 
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Abstract:  This paper describes undertaking and results of structural technical inspection of reinforced 

concrete railway viaduct in the Krnsko municipality and subsequent project for preparation for its 

reconstruction as based on the findings of this inspection. 
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1. History of the Viaduct 

The Krnsko viaduct is a railway bridge located at 67.615 km on the line no. 070, i.e. line Praha – Turnov. 

The bridge is a valuable historical object and is national monument since 1958. The bridge has 3 arches 

and spans over the valley of Strenický brook and two roads I/16 and III/27223. When this railway was 

opened in 1865 a steel truss bridge of the Schiffkorn cascade was here. This bridge was replaced by 

welded steel continuous truss bridge in 1884. This bridge did not satisfy requirements of the traffic even 

before the WWI and its reconstruction was thus decided after 60 years of service.  The tender was won by 

company Ing. Hlava and Dr. Kratochvíl. They designed 3 slender concrete arches with span of 28 m and 

height of 12 m between the existing pillars. There are vertical walls ended with smaller arches supporting 

5m wide deck. The author of this design was Ing. Stanislav Bechyně. The bridge was built in 1924 and 

represented the first concrete railway bridge in Czechoslovakia. This bridge was remarkable not only for 

the construction material but also because the continuous trackbed was used. The overall construction 

time was approximately 5 and half months (finished on 18th Sep. 1924). The railway traffic was closed 

only for 40 days. There was 90 tons of steel used for the 4097 m
3
 of concrete. This makes 22.5 kg of steel 

per 1 m
3
 of concrete. The structure was designed as under-reinforced concrete whose strength is only a 

little bit greater than that of a regular concrete.  

 

Fig. 1: General view of the Krnsko viaduct with castle Nový Stránov at the background. 
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2. Construction and Technical Inspection – Used Methods 

According to the task definition of the developer (TOP CON SERVIS, s.r.o.) the inspection was to assess 

the condition of the load-carrying mainly reinforced concrete structure. The structure was damaged by 

long-term leakage due to damaged hydro-insulation of the deck. The main method was a visual inspection 

of the surface of the load-carrying structure including acoustic tracing of the reachable surfaces, 

inspection was based on classical foundations (Drochytka et al., 2012; Kolisko and Rehacek, 2007). In the 

next phase we carried out non-destructive and destructive tests of the concrete strength in compression, 

determined the thickness of carbonation layer, identified and localized the reinforcement and assessed its 

state of corrosion. During the in-site inspection tensile strength tests of surface layers concrete were 

carried out. Further the chemical analyses of the concrete was done to determine the content of aggressive 

agents such as chloride ions. The examination works have taken place in November and December 2011 

and were led by Ing. Stanislav Řeháček and Assoc. Prof. Ing. Jiří Kolísko Ph.D. 

 

Fig. 2: Longitudinal chart and cross section of the Krnsko viaduct.  

The examination was carried out in indicated places. 

3. Results of the Construction and Technical Inspection 

The inspection found out that visible parts of the bearing structure of the bridge do not show marks of 

significant defects as may be excessive deformations, remarkable cracks, crashed concrete parts etc., 

which would signal reduced loading capacity or even loss of the whole structure stability. Basic defect of 

inspected concrete, caused already during initial construction is its high patchiness (Fig. 4) found by 

almost half of core drills and visible in the form of gravel pockets even in large area of the visible surface. 

The structural concrete had been further damaged mainly due to intense leakage caused by non-functional 

hydro-insulation of the deck and impact of weather conditions. Its classification according to currently 

valid standard ČSN EN 206-1 was done individually for individual structural parts and varies in the 

marking range C16/20 to C 25/30. Found average tensile strength of surface layers reached about 2 MPa. 

Content of chloride ions in the surface layer up to 30 mm was assessed as low in accordance with ČSN 

EN 206-1. From the aspect of conditions for reinforcement corrosion the decisive parameter is depth of 

carbonation which is rather variable in the inspected structure. Good situation was found in main arches, 

the bearing reinforcement of which is located almost all in non-carbonated part of the concrete. Markedly 

worse situation is on the contrary in lateral walls of arcade system. Concrete columns and abutments have 

such a poor steel reinforcement that it has not been reached at all in the depth of 70 mm (measured from 

the surface). Corrosion of reinforcement found by probes was mostly surficial but locally also extreme, 

with the section thinner by more than 50 % (Fig. 3). On the surface of main wall arches is degraded the 

original water-insulation screed failing to fulfil its function long ago. The result are massive efflorescence 

with leaky cracks on the bottom face and sides of vaults, areal surficial degradation of upper face with 

local deterioration in bigger depths, in places reaching the steel reinforcement. In parts are visible gravel 

pockets, mainly by working joints, caused by mixtures and technologies of compacting used during 

construction of the bridge. Lightened vaults arranged in upper arcade are also damaged on the surface. 

Larger defects of the concrete are mainly on the edges of walls and in the area of in-built drainage 

downcomers. Locally can be found places with covering concrete layer ripped off which is caused by the 

corrosion – increased volume of profile of corroded steel reinforcing bars. Reinforcement corrosion is 

visible mainly in areas of thin coverage. Remarkable defects were found in the place of dilatation of 

inserted deck fields, through which is water strongly leaking to the structures of lightening arcades. 

Reinforced nibs are markedly damaged, on which are set the inserted field and related stonework of 

columns. Damage of concrete in this area is reaching deepest. Stone parts of columns and abutments are 

537



 

 4 

deteriorated only surficially in very thin layer. Abutments are damaged more than columns in connection 

with more extensive accumulation of water behind the reverse side and also due to impact of roots of 

spreading vegetation including woods. Concrete parts of columns and abutments are damaged similarly to 

the main vault arches. 

  

       Fig. 3: Deep corrosion of the reinforcement.              Fig. 4: Detail of the drillhole – patchy concrete. 

4. Concept of Solution of the Bridge Maintenance 

4.1. Reconstruction of inserted fields setting  

Part of the bearing structure are six inserted fields 2.8 m – 3.2 m with semicircular suspended soffit 

separated with dilatation joints from abutments, columns and arched parts of NK. Inserted fields will be 

lifted and maintained with the same procedures as other parts of reinforced bearing structures. Weight of 

each inserted field is about 43 t. Lifting will be done with use of pre-designed assembly tools. 

Masonry of abutments and columns will be unpieced in the place of setting of inserted fields up to the 

height of 0.5 m and replaced with new reinforced bearing sills made from concrete C30/37 - XF3. Couple 

of bearing sills on the columns will be fastened together with steel bars set in the drills in original pier 

cap. Anchoring of bars will be hidden in the bearing sill. New reinforced bearing sills will connect the 

upper part of the column in the area of setting of inserted fields thus allowing fitting of Teflon ledgement 

bearing and would improve distribution of horizontal forces caused by the transportation to stone parts of 

the substructures and exclude transmission of horizontal forces originated in temperatures caused by non-

functional sliding bearing and causing degradation of upper parts of stone abutments and columns. 

Degraded concrete of nibs of bearing structures will be demolished, remaining parts will be cleaned and 

possible damaged reinforcement will be completed and nibs will be re-profiled or completed with 

concrete into the original shape. Refurbished original inserted fields will be set on Teflon ledgements.  

4.2. Refurbishment of reinforced bearing structure 

The whole original reinforced structure will be refurbished including inserted fields, which will be 

refurbished after their getting down. With exception of inserted fields all works will be performed under 

operation on the bridge after setting up of new waterproof insulation. 

Proposed procedure of refurbishment works includes the following: 

 preparation of the base with silica sand blasting, 

 removal of damaged covering layers in parts of corroded reinforcement, stripping, cleaning and 

passivation of corroding reinforcement or its completion, if necessary, 

 grouting of the whole structure with micro-fine-cement (MFC), 

 filling of gravel pockets and caverns, 

 re-profilation, 

 allover consolidation screed, 

 protective paint. 
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4.3. Refurbishment of functional layers of ledges 

In areas where the functional layer is not cohesive with the base, mainly in wall niches on abutments or 

where it is damaged, it will be removed. Subsequently the functional layers of ledges, depending on the 

grade of damage in individual areas will be concreted with the layer reinforced with mash or re-profiled. 

Dilatation joints in parts of ends of inserted fields will be sealed or covered. 

4.4. Refurbishment of stone walls of the substructure 

Walling of the substructure will be rid of remains of vegetation, cleaned by jet water, deeply re-jointed 

and based on results of water pressure tests it will be grouted with cement mixture. Individual weathered 

stones will be replaced, faces of abutments will be locally re-masoned.  

4.5. Waterproof insulation 

Bearing structure of the bridge will be insulated with system of waterproof insulation (SVI) against 

descending water with asphalt double-strip waterproof layer, fully connected with the base, on horizontal 

areas with hard protective layer from cast asphalt 30 mm thick, on vertical areas with soft protective 

layer. 

Functional area of ledges will be insulated with directly-functional screed with coarsening pour pulled 

over the strip of anchoring of the insulation on the side of rail bed. 

4.6. Drainage 

Current concept of bridge drainage will be kept, only cross drains will be added in the place of 

termination of the insulation behind ends of wing walls.  

Original layer of cambered concrete thickness of 0 to 170 mm in the bridge axis will be demolished and 

replaced with new cambered concrete layer C30/37 - XF3 reinforced with mesh, thickness  

50 - 220 mm in the bridge axis. Original drains of the insulation surface will be replaced. Original 

downtakes of drainage will have replaced the pipes from rustproof steel. In the area of entries of revision 

staircases through walls will be connected downcomers made from HDPE pipes running on internal side 

of walls, except concrete section, from the top directly to original concrete drains, running along revision 

staircases on the upper surfaces of vaults.  

4.7. Handrailing 

With regards to national heritage protection the original reinforced handrailing columns will be preserved 

on the bridge. Original couple of pipe rails will be replaced with triplet of rails on the elevations of pipe 

rails axis 150 mm, 650 mm and 1150 mm above functional layer of the ledge. Concrete columns will be 

redeveloped. 

5. Conclusion 

Reconstruction of the bridge showing constant defects has in majority two steps. First is to stop 

degradation of concrete and second is to reinforce the concrete. Taking into consideration that this bridge 

has necessary ability of passage, all financial means will be used for complete redevelopment and water 

insulation of the whole building thus extending its life for another decades. 
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Abstract: The distraction osteogenesis has an important position in orthopedic surgery, and it is still object 

of research to get better understanding of bone healing. The response of callus bone to mechanical loading 

can be used for assessment of treatment progress. The mechanical strain distribution is often used for 

assessment in case of bone remodeling (Frost, 1994), thus it could provide additional information of fracture 

healing progress as well. The strength of the whole callus bone is significantly affected by architecture and 

tissue properties, which are very difficult to obtain. This article presents finite element analysis of bone 

fracture healing based on input information obtained from micro-CT scans. The objective of this study is to 

find which part of callus determines the maximal appropriate loading of whole callus. The four pieces of 

rabbit tibia fracture callus were micro-CT scanned 30 days after osteotomy using an isotropic voxel size of 

20 μm. All finite element models were axially loaded to investigate the reaction force value for different 

segments of the callus. The mechanical strain distribution and reaction forces of callus were evaluated to 

compare the differences between each part of models. The results show that the present approach by using 

finite element method (FEM) is a useful tool in understanding and assessment of fracture healing process. 

Keywords:  Micro-CT, Fracture callus, Microstructure, Tissue properties, Finite element method. 

1. Introduction 

Many people suffer from unequal length of extremities or dwarfism. One treatment procedure is offered 

in orthopaedics by means of distraction osteogenesis (bone lengthening). The whole process of distraction 

osteogenesis could be separated into two phases, bone lengthening and consolidation (fixed length, bone 

maturation). In this second phase of fracture healing, the callus consists of several tissue types. The bone 

reacts to the mechanical loading by remodeling if it is loaded optimally. The mechanostat hypothesis 

describes the process of how bone responds to loading (Frost, 1994). This approach can be used for bone 

healing process at the end of the second phase of bone lengthening. 

 

Fig. 1: Shape of all callus a), b), c), d). 
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This study of callus bone response was performed on four rabbit tibia subjected to mid-diaphyseal 

osteotomy and distraction osteogenesis. The geometry of all callus is shown in Fig. 1. After 30 days (10 

days distraction and 20 days consolidation) each callus was scanned using a high resolution micro-CT 

system [SCANCO Medical AG]. The length of each callus was in range of 10-12 mm, the cross-section 

diameter is approximately 8 mm. The specimen was scanned at 20 µm resolution. More details can be 

found in (Aleksyniene et al., 2009). 

If a voxel based finite element mesh of the whole rabbit callus is created, using the 20 micrometer 

scanning resolution, one ends up with approximately 150 million finite elements. This is not 

computationally feasible without supercomputers and parallelized numerical schemes, thus some 

simplifications are necessary. 

The overall goal of this study was to determine which part of the callus provides the most important 

stiffness. The FEM software ANSYS was used for this purpose. The detailed finite element models are 

created from microCT files (Marcian et al., 2012; Marcian et al., 2012). 

2. Methods  

The scans obtained from micro-CT were segmented in STL Model Creator (Marcian et al., 2011), where 

saving of pixel intensities is enabled. The pixel intensity can be recalculated to Young‘s modulus, thus the 

material properties can be read into finite element software according to element position (Fujiki et al., 

2013; Valasek et al., 2010). The dependence of pixel intensity in microCT scans and Young’s modulus 

value is shown in Fig. 2, which is similar to other work (Fujiki et al., 2013; Shefelbine et al., 2005). The 

range of pixel intensity is 0-4095. The maximum value of Young’s modulus was determined based on La 

Russa (2012), where experiments and numerical models were compared in three point bending. The 

computational model of each callus is created accounting only for voxels with pixel intensity above 1250. 

The computational model of callus A with nonhomogeneous linear elastic material properties is shown in 

Fig. 3.In order to have feasible FE models, instead of using solid elements with 20 micrometer edge, the 

size was set to 60 micrometer. This led up to 4 milions elements for each segment of callus. The 

discretization was created using the tetrahedral 10-node element SOLID187, which has a quadratic 

displacement interpolation and is convenient in capturing details and avoiding bad element shapes. Each 

callus was divided into five segments. Each segment was axially loaded by 0.1% elongation by 

prescribing displacement at the bounding sections of the segment. Afterwards the corresponding reaction 

force was calculated. This provides information about how the stiffness is distributed along the callus. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Young’s modulus dependence  

on pixel intensity. 

 

Fig. 3: Young’s modulus of callus A  

second segment. 
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3. Results  

The reaction force due to the displacement loading was calculated for each segment and compared to the 

highest value of each callus. The distribution of the reaction force along callus is shown in Fig. 4. The 

highest value of force, which corresponds to 0.1% segment strain, is dominantly in middle segment in 

case of callus B, C, D; and in the second segment in callus A. On the other hand the force difference 

between second and third segment of callus A is not so significant. The lowest value of force is 46%, but 

the reaction force of third segment of callus D is significantly higher than in other segments. The highest 

value in the middle part could be due to the callus cross section, which is largest in the middle part of the 

callus and smaller at the ends. Also the material properties are important in this regard. The quantity of 

mineralized tissue is significantly changing through whole process of healing (Morgan et al., 2009). The 

time of scanning callus corresponds to end of second phase (consolidation). At the callus ends the old 

cortical bone is present and new bone must be connected to them, which is more difficult than creation of 

new bone in the whole volume, like in the middle.  

 

 

Fig. 4: Reaction force due to 0.1% nominal strain in percent of highest value of each callus. 

The mechanical strain distribution of four calluses was investigated to see if the response to mechanical 

loading is physiological or pathological overloading. In the present study we use microstrain to assess 

callus model response. A closer study of strain distributions shows that the whole callus is in 

physiological loading, thus the remodelling of callus can be expected. Physiological loading is defined for 

strain 0.0002-0.002. (Frost, 1994) The strain distribution of callus A is shown in Fig. 5. 

 

 

Fig. 5: Strain distribution of callus A, first, second and third part. 
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4. Conclusions 

The present study focused on determination of which part of callus has lower stiffness and governs the 

optimal loading to support bone healing. To find the lowest stiffness part the four calluses were divided 

into five parts, which were loaded by elongation 0.1%. The reaction forces were evaluated and compared 

to the highest value of each callus. The analysis of the callus shows that the end parts were the low 

stiffness segment, thus the optimal loading should be determined based on them. The middle part seems 

to be stiffer due to larger cross-section, moreover the material properties of this part at this healing phase 

are getting closer to mature bone mechanical properties.  

The results of finite element analysis show that the callus reaction to loading can be evaluated by 

mechanical strain distribution, which is dominantly below the bone pathological overloading value. 

Further work should deal with better determination of critical callus location, and time dependent analysis 

is necessary to perform (Vetter et al., 2011). The micro-CT should be done through whole phase of 

healing and the new experiments should be done to get more accurate estimates of Young’s modulus. 
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Abstract: An interaction of the blast pressure wave after detonation of a blast mine under the multilayer 

mine protection mounted on a military vehicle is described in this project. The main focus was applied to 

absorbing capability of the multilayer sandwich. Results from numerical simulations were compared with 

experimental tests. The test procedure is provided according to STANAG 4569/AEP-55 standard with threat 

level 3B.  The main armor material, aluminum, enables high local plastic deformation and high global 

deflection of the plate. The aluminum foam layer increase an absorption capacity of the armor assembly 

against a surface attacks. The material crushable foam was used for the aluminum foam layer modeling. Soil, 

air and explosive were modeled using Euler type FEM grids. Not only deflection, but also stress and strain 

values were evaluated over all multilayer plates. The residual deflection presents good correlation between 

the simulation and test. The main goal of this project was to develop a multilayer armor that is able to 

protect a typical military vehicle against the 8 kg TNT blast mine. It was achieved by a combination of an 

aluminum base armor, aluminum foam, a glass fiber laminate and ballistic steel sheet. 

Keywords:  ANSYS, Explicit Analysis, Mine protection, Blast load, LS-Dyna. 

1. Introduction 

The present time is bringing wide range of terrorist attack forms. One of them, mine explosion under a 

military vehicle, was a subject of investigation in this project. The numerical simulations described in this 

paper investigate an interaction of the blast pressure wave after detonation surrogate charge under the 

multilayer mine protection mounted on that vehicle. Especially the absorbing capability of the protection 

was investigated. An influence of the aluminum foams was gratefully noticed. The results from numerical 

simulations were compared with results from experimental tests. One of objectives of this work was to 

validate material parameters and numerical simulation setup that is able to describe mentioned mine test. 

In future this procedure will be applied in the next step of analysis, design of a military vehicle protection. 

2. Problem Description 

This test represents an attack of the blast mine to the sandwich armor plate (Rolc, 2007 and 2008). The 

sandwich is mounted on the vehicle from a bottom side. The mine is placed in the soil ground. The test is 

provided according AEP-55 standard with threat level 3B. Whole experimental equipment (stand) was 

modeled with regards to correct loading and boundary conditions application. 

The related standard AEP-55 level 3B prescribes for an armor testing a blast effect of a surrogate charge 

placed under the center of tested armor. The reference mass of explosive was to be adjusted to 8 kg of 

TNT. The mine was placed in sand ground 100 mm under surface of the soil (dimension was measured 

from the top of the mine casing). Dimension between ground and bottom area of the armor (ground 

clearance) was prescribed about 450 mm. 
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The experimental equipment (stand) in Fig. 1 represents a mass of the protected vehicle. The analyzed 

assembly consists of four plates: ballistic aluminum, aluminum foam, glass fiber composite and ballistic 

steel. 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Experimental equipment – stand and testing plate. 

The geometry of the stand and testing armor were modeled in complete 3D space with two planes 

of symmetry (only one quarter of the system has been modeled). The FE model in Fig. 2 was created 

according related 3D CAD drawing. Analyzed armor was modeled as a sandwich plate.  

 

Fig. 2: Numerical model of the equipment. 

All of the components in the experimental device were modeled using Lagrange type FEM grids. Also all 

of the stand components were modeled using material equation Johnson-Cook. Johnson and Cook 

(Buchar, 2003) express the flow in material model as 

 σy = (A + Bεp
n
)(1 + C lnέ*)(1-T*

m
) (1) 

where  A, B, C, n and m is input constants, εp is effective plastic strain,  

 T
*
 is homologous temperature = (T - Troom)/(Tmelt – Troom). 

The material crushable foam from LS-DYNA database was used for the Aluminum foam layer modeling. 

This material is dedicated to modeling crushable foam with optional damping and tension cut-off. 

Unloading is fully elastic. Tension is treated as elastic-perfectly-plastic at the tension cut-off value. The 

volumetric strain is defined in terms of the relative volume, V, as: 

 γ = 1 – V (2) 

The relative volume is defined as the ratio of the current to the initial volume. 

Soil, air and explosive in this numerical analysis were modeled using Euler type FEM grids. 
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3. Mine Protection Results 

The initial models supposed a plastic deformation of the armor sandwich with high deflection but without 

any significant rupture of plates. However this assumption had to be revoked. The front cover plate in 

simulations was damaged in whole thickness in many armor simulation variants, see Fig. 3. Moreover 

the main aluminum armor presented some partial crack too. The failure model and elements eroding were 

added to the material properties. 

 

Fig. 3: Effective Stress on the front aluminum cover plate. 

The main result from a simulation, residual armor deflection, was decreased in a few simulation steps 

about 35% to 78 mm in the plate center. 

Apart from that also stress and strain values were evaluated over all multilayer plates. The main armor 

material, aluminum, enables high local plastic deformation and high global deflection of the plate as well.  

The aluminum foam layer increase an absorption capacity of the armor assembly against a surface 

attacks. 

Some local areas on the base armor exceed a limit strain 8%. It can cause a failure on the base armor 

around the stand fixing edge. This was confirmed in a real test. 

4. Verification of the Numerical Simulation in Real Tests 

The real tests of the armor assembly were performed in two parts. The first test was done after some first 

simulation in order to agree a numerical model and all his parameters. The second test round was done 

after a few steps of numerical simulations due to verify the final optimized multilayer armor 

configuration. 

The first comparison between the real test and numerical simulation presented next difference in the 

residual deflection – Tab. 1. 

Tab. 1: Measurement versus simulation comparison. 

 Measurement FE simulation Difference [%] 

Residual deflection 

Armor type I 80.0 90.0 +13% 

The material properties used in material models were correlated according to the test results. The 

optimized multilayer armor variant was checked in a real test with next result.  

Next table presents a typical result from a comparison between the final simulation and real test. 

Tab. 2: Measurement versus improved simulation comparison. 

 Measurement FE simulation Difference [%] 

Residual deflection 

Armor type II 76.1 78.0 +2% 
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The residual deflection presents good correlation between the simulation and test, as show Fig. 4 and  

Tab. 2. 

 

Fig. 4: Verification test of the numerical model.   

5. Conclusion 

One of the goals of this project was to develop a multilayer armor that is able to protect a typical military 

vehicle against the 8 kg TNT blast mine. It was achieved by a combination of the aluminum base armor, 

aluminum foam, a glass fiber laminate and ballistic steel sheet. The dynamic and residual displacements 

of the armor assembly were decreased during an optimization process applied in sets of numerical 

simulations. 

The benefit from the absorbing material – aluminum foam – was confirmed during numerical simulations 

and real tests as well. Those studies allow a detailed investigation of a behavior of the absorbing materials 

that will be implemented in next steps of the project. 

The result absorbing multilayer armor is planned to be used in next industry application, mine protection 

of the military vehicle. 

Acknowledgement 

The authors gratefully acknowledge the financial support from the Grant Agency of the Czech Republic 

through the project GAČR GA13-22945S.  

References 

Rolc, S., Adamík, V., Buchar, J., Severa L. (2007) Plate response to buried charge explosion. Shock Wave and 

Hypervelocity Phenomena - Material Science Forum. vol. 566, No. 1, pp. 83-88. ISSN 0255-5476. 

Rolc, S., Buchar, J., Krátký, J., Graeber, S., Havlíček, M., Pecháček, J. (2008) Response of the plate to the buried 

blast mine explosion. In 24th International Symposium on Ballistics. 1. ed. Pensylvania: DEStech Publications, 

pp. 512-518. ISBN 978-1-932078-93-0. 

Buchar, J., Voldřich, J. (2003) Terminal Ballistics. Academia, ISBN 80-200-1222-2 (in Czech). 

STANAG 4569, (Edition 1) Protection levels for occupants of logistic and light armoured vehicles. May 2004, 

NSA/0533-LAND/4569, Brussels. 

AEP-55, Volume 2, (Edition 1). Procedures for evaluating the protection level of logistic and light armoured 

vehicles – Mine threat. Allied engineering publication, September 2006, NSA, Brussels. 

547



 
20

th
 International Conference  

ENGINEERING MECHANICS 2014 

Svratka, Czech Republic, 12 – 15 May 2014 

PARALLEL NUMERICAL COMPUTATION OF DISTRIBUTION  

OF PRESURE PAST AN OSCILATING AIRFOIL NACA0015 

V. Řidký
*
, P. Šidlof

**
 

Abstract: The article is devoted to 2D parallel numerical computation of pressure on the surface of an 

elastically supported airfoil self-oscillating due to interaction with the airflow. Movement of airfoil is 

described by translation and rotation, identified from experimental data. A new boundary condition for the 

2DOF motion of the airfoil was implemented in OpenFoam, an open-source software package based on finite 

volume method. The results of numerical simulation (distribution of pressure on the surface of airfoil) are 

compared with experimental data measured in a wind tunnel, where a physical model of NACA0015 airfoil 

was mounted and tuned to exhibit the flutter instability. The experimental results were obtained previously in 

the Institute of Thermomechanics by interferographic measurement in a subsonic wind tunnel.  

Keywords:  OpenFOAM, Airfoil, Parallel computing and dynamic mesh. 

1. Introduction 

Numerical simulation of flow around an oscillating NACA0015 airfoil is a very complex problem. In this 

case is coupled a problematic of numerical solution of a flow and the interaction of fluids and elastic 

structures. The airfoil can be approximated as a two-degree-of-freedom system, with vertical translation 

and rotation modes. Movement is harmonic with constant amplitude (flutter instability). This movement 

is described below.  

The numerical solution of interaction of fluids and elastic structures are very often time consuming. Flow 

around an oscillating airfoil is complex and during large angles of -attack massive flow separation may 

occur. In aerospace engineering applications, flow is almost always turbulent. Two-dimensional models 

are still applied from practical reasons, mainly because the computational cost is drastically lower. For the 

numerical simulation of laminar and turbulent flow is possible to use the following approaches. The most 

frequent in CFD are RANS model (Reynolds Averaged Navier-Stokes equations). Because the Navier 

Stokes equations are nonlinear after averaging arises a new term the Reynolds stress. This term is 

modelled. In this case a two equations model k-ω SST (Menter, 1994) is used. This model gives good 

results in adverse pressure gradients and separating flows. Next possibility how model the turbulent flow 

is used LES (Large Eddy Simulations). The solutions of the Navier-Stokes equations are divided into two 

parts. Large coherent turbulent structures are solved directly and the small-scale isotropic turbulence is 

modelled. The third possibility is the Direct Numerical Simulations (DNS), which solve directly the 

Navier-Stokes equations. Element size corresponds to the smallest scales of turbulence, this is the reason 

why the mesh must be fine enough. The number of elements scales with Re
9/4

. 

This paper is focused on 2D numerical solution of incompressible and compressible airflow past the 

airfoil. The distribution of p/p0 on the surface of the airfoil when using incompressible model of flow 

(without turbulence model and SST k-ω model turbulence) and compressible model of flow (without 

turbulence model) is compared. The results of numerical simulations are compared with experimental 

data measured in aerodynamic tunnel of the Institute of Thermomechanics in Nový Knín. In the 

experiment, the pressures are evaluated from interferograms obtained using Mach-Zehnder 

interferometer, as described in (Vlček, 2010). 
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2. Methods  

Numerical simulation is solved in software package OpenFoam (finite volume method) and the meshes 

are created in mesh generator GridPro. For the mathematical description of flow around the airfoil are 

used incompressible (1), (2) and compressible (3), (4) Navier-Stokes equations.  
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Here u, p and ρ are fluid velocity, pressure, and density,   is kinematic viscosity and   is dynamic 

viscosity. For the compressible flow is needed also equation for heat transfer. When the k-ω SST 

turbulence model is used, the equation for k (turbulence kinetic energy) and ω (specific dissipation rate) is 

necessary: 
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The 2D Geometry corresponds to the experimental setup. OpenFoam. Mesh used for numerical 

simulation is a c-type mesh and number of element is 80000. Boundary condition for velocity, pressure 

and movement are same for all cases. Movement of the airfoil is prescribed as boundary condition on 

boundary (Γwing). This boundary was implement to OpenFoam and the movement with two degrees of 

freedom has several parameters. Parameters are frequency 19.5 Hz, the amplitude of the plunging 

movement was ± 7 mm, the amplitude of the rotational movement is ± 17 ° and phase shift between 

translation and rotation is 8 ° (Vlček, 2011). 

  

Fig. 1: Computational domain with boundary condition (left) and c-mesh around the airfoil (right). 

Following boundary conditions for velocity were prescribed: on input (Γ nlet) is prescribed velocity 

u = 147 m/s. On the walls of channel (Γtop and Γbottom) is prescribed velocity u = 0 m/s. On the surface of 

the wing (Γwing) is prescribed velocity which corresponds to local velocity of the airfoil movement. Due to 

large intensity of vorticity resulting from flow separation downstream of the wing surface a stabilized 

boundary condition is prescribed at outlet Γout: condition ∂u / ∂  = 0 when velocity direction points 

outward of the domain, u = 0 m/s otherwise. Boundary conditions for the pressure at the inlet (Γout) 

prescribe p = 98925 Pa. All walls (Γoutlet, Γtop    d Γbottom) have the Neumann boundary condition 

∂p / ∂  = 0. 
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For compressible flow without turbulence model is added boundary condition for temperature. On all 

surfaces is prescribed temperature measured during the experiment (293 °K). For turbulent variable is on 

the input (Γ nlet) and output (Γout) value for k = 85 m
2
/s

2
 and for ω = 940 1/s. On the other wall (Γwing  Γtop 

  d Γbottom) are wall functions because thickness first element on the surface of the airfoil is y
+ 

= 20.  

3. Results 

Results from numerical simulations (pressure) is normalized using reference pressure, because 

experimental data are also normalized. Value of the pressure is averaged over five periods of vibration. 

On the graphs (Figs. 2-6) are results in the phases. The zero pitch of the airfoil occurs near phase 013, the 

time interval between the phases is 2 ms and between phase 006 and phase 010 is 4 ms (index of phase is 

number of milliseconds from the top position of rotation). The graphs show the normalized pressure field 

around the airfoil in four specific phases of one vibration period T = 51.3 ms. On the graphs are compared 

normalized pressure distribution p/p0 on the surface of the airfoil on the left side are results from top 

surface of the airfoil and on the right side are results from bottom surface of the airfoil.  

All models indicate the same position of the stagnation point and are conforming to the experiment. In the 

current numerical simulations, the best agreement with the experimental data is obtained using the 

incompressible simulation with the k-ω SST turbulence model. 

 

Fig. 2: Normalized pressure distribution p/p0 for incompressible flow with turbulence model on the 

surface of the airfoil from numerical simulation and demonstration phase of rotation. 

  

Fig. 3: Normalized pressure distribution p/p0 on the surface of the airfoil from experiment and numerical 

simulation, on the left is result on the top surface, on the rights is result on the bottom surface, phase 002. 

  

Fig. 4: Normalized pressure distribution p/p0 on the surface of the airfoil from experiment and numerical 

simulation, on the left is result on the top surface, on the rights is result on the bottom surface, phase 004. 
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Fig. 5: Normalized pressure distribution p/p0 on the surface of the airfoil from experiment and numerical 

simulation, on the left is result on the top surface, on the rights is result on the bottom surface, phase 006. 

  

Fig. 6: Normalized pressure distribution p/p0 on the surface of the airfoil from experiment and numerical 

simulation, on the left is result on the top surface on the rights is result on the bottom surface, phase 010. 

4. Conclusions  

Numerical simulations of airflow past a vibrating airfoil were performed and compared with experimental 

data. Model without model of turbulence provides good match with the experimental data only in the 

regions, where there is no flow separation. In the separated regions, the results of numerical simulations 

without turbulence model and experiments are very different. The evaluation of the interferographic 

images, on the other hand, is also problematic, especially in the regions of high density gradients. But 

SST k-ω model turbulence gives satisfactory results in the separated region. Problem is here placed where 

the flow separates. In numerical solution the flow separation point is close to the leading edge. In the 

experiment the flow separates at approximately 0.07 of the chord length. The difference may be caused 

by the surface roughness of the physical model. 
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Abstract: Spinal segments, with the complexity of spinal activities, call for a better understanding of 3D-

biomechanical behaviour to improve the design of spinal implants. The biomechanics of endplates is one of 

the many areas that are still not fully understood. There are number of factors that might play a role in the 

biomechanical response of the endplates when the load is transferred from the superior vertebra via endplate 

and adjacent intervertebral disc to the inferior verterbra. Studies using finite element (FE) models usually 

present a simplified idealistic isotropic continuum as a bone tissue and cartilage model. This simplification 

might hinder the real stress-strain distribution at the region of prime interest – the endplate. Multiscale FEM 

provides the tool to overcome difficulties in simulation of macro model behaviour while considering the 

micromechanics of bone tissue. The specific patient model, evaluated from CT scans and applied to the 

existing FE model, gave promising results with the highest stress of 3.1 MPa at the central part of endplate 

while the model with isotropic continuum presented the highest stress of 1.3 MPa at the lateral side of 

annulus fibrosus. Results obtained from the patient specific model correspond to known clinical observations 

of the endplate damage. 

Keywords:  Spinal Segment, Finite Element Method, Micromechanics. 

1. Introduction 

Finite element analysis (FEA) became a common tool in biomedical engineering mainly for the analysis 

and design of medical devices. With the new imaging technology introduced into the modelling process, 

usually based on CT scans, the possibility and in a sense the necessity to characterize tissue properties on 

micro and nano scale level emerged. Bridging the two different hierarchical levels, geometry macro-

model and micro-, nano- properties of tissue, was possible due to newly developed mathematical tools. 

There are few recent studies, which assign heterogeneous tissue properties derived from CT scan images 

to the voxel while directly creating an FE model. This approach has two major drawbacks; given that the 

FE model is built from a large number of voxels, running the computation requires powerful computers 

and considerable computational time. The second shortcoming arises from the method leading directly to 

the FE model without geometry. Any alteration to the model means a modification to the FE model itself, 

which is a tedious task. This paper will present a different approach and provides comparisons between 

classical isotropic material models and specific patient orthotropic material defined with a novel approach 

developed at the Vienna University of Technology, Austria. 

1.1. Problem description  

Understanding the mechanics of a load transfer between two adjacent vertebrae requires analysis of large 

amount of clinical data. Such an approach would require, in a small hospital, a lengthy process of 

gathering a sufficient amount of data for meaningful statistical analysis. Thus when the request, to bring 

more information about the behaviour of endplates representing a specialized tissue connecting two 
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vertebrae and the adjacent intervertebral disc (IVD) came, it was agreed to run a test “in silico” by means 

of FEA simulation. 

1.2. Spinal segment model 

The geometrical model of a virtual segment consisting of an 

IVD and two adjacent vertebrae was manually segmented by 

means of NURBS drawing software and CT scans. The bone 

tissue densities were represented by two material models. 

These were assigned the properties of isotropic homogeneous 

continuum, which was defined by a single value of Poisson’s 

ratio, and Young’s modulus of 16 GPa and 120 MPa for 

cortical and cancellous bone respectively. The surface of 

both vertebrae was coated by shell elements and material 

properties associated with cortical bone tissue. An average 

thickness of 1 mm was assumed over the entire outer surface. 

The endplate areas were discretized using shell elements and 

associated with the corresponding material model defining 

Young’s modulus of 500 MPa as stated by literature. All 

solid elements enclosed in the vertebrae volumes were 

assigned properties that corresponded to material models 

commonly used to simulate the behaviour of cancellous 

bone. The simulation of posture with different load 

conditions was adopted from (Arjmand, 2006). Due to a lack 

of specialized experimental devices, the validation of results was then in hands of medical specialists. It 

was concluded that the endplate behaviour corresponds to basic clinical observation but the results could 

not answer the major question about strains and stresses at the location of interest due to the simplistic 

model of tissue properties. The results, based on isotropic materials as the only available resource and 

knowledge at that time, were published (Sant, 2012). This model is used in the work with label Miso to 

compare the influence of micromechanics on the biomechanical response of the endplate.  

2. Implementation of Micromechanics 

In the presented work, a different strategy was used to assign the specific material properties from the 

subject’s CT scan to the existing FE model. This novel method, developed at the Vienna University of 

Technology, Austria, by the team lead by Prof. Hellmich and described in (Blanchard, 2013), is based on 

the application of micromechanics. Each pixel/voxel recorded from the CT scan, represented by its voxel-

specific grey value (GV), is associated 

with the density of the material 

documented in the respective voxel, 

which is composed of fluid filled 

vascular pores and extravascular bone 

tissue, the latter consisting of bone’s 

elementary constituents: hydroxyapatite, 

collagen, and water. Corresponding 

voxel-specific vascular porosities 

constitute the key input data to 

multiscale micromechanics of bone 

tissue, delivering the voxel-specific 

elastic properties. The newly developed 

material model was then mapped onto 

representative volumes elements of the 

existing FE model. Fig. 2 depicts the 

distribution of patient’s specific 

orthotropic elastic model of bone tissue 

that corresponds to the bone tissue 

density distribution. The map of 

Fig. 1: Spinal segment L3-L4 with IVD 

endplates marked by colour.  

Fig. 2: Map of Young's modulus on the transverse  

cross-section at z-level of GCS. 
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Young’s modulus on a transverse cross-section through the vertebral body and pedicle region reveals the 

variation of material properties. 

Adjusting the material properties in the 

corresponding database provides the 

possibility to change the isotropic material 

properties in the existing FE model. 

Assigning orthotropic material properties 

in this case would require using GV as a 

variable controlling the selection of the 

corresponding mechanical properties 

according to the element representative 

volume position in the general coordinate 

system (GCS). The coordinates of the 

centroid and nodes for each existing 

element of the FE vertebra model were 

exported into a program, which selected 

voxels within the corresponding element 

volume for further processing. Then the 

selected number of voxels each with 

explicit density of tissue material were 

processed to obtain a homogenized 

property enclosed within the element 

volume and defined by a single GV. In this manner the material properties assigned to the GV were 

associated with the existing elements and for each GV, starting at 70 up to 225, a specific material model 

defined by Young’s modulus Ex, Ey, Ez, shear modulus Gxy, Gyz, Gxz, and Poisson’s ratio xy, xz, yz was 

created. The coordinate system of elements was tilted to the directions that correspond to an orientation of 

the trabeculae alignment within bone tissue.  

The boundary conditions (BC) were set to correspond to the same BC as implemented on the Miso model. 

This assumed a stationary sacrum, thus the inferior endplate of the L4 vertebra was fully constrained. The 

load transfer between the vertebrae and the IVD was possible by means of two contact pairs between the 

vertebrae and adjacent IVD, set to a “bonded” condition. The applied load at the mid-point of IVD, as 

shown in Fig. 3, corresponds to the subject’s upright position while carrying load of 180 N (Arjmand, 

2006). The normal force orthogonal to the L3 superior endplate of 688 N, shear force in plane of the 

superior endplate of 90 N, and sagittal moment of 3.1 Nm were redistributed from the control node via an 

associated contact pair.  

3. Results 

All three models with identical geometry 

were assigned a different material properties. 

Model Miso remained with initial isotropic 

continuum material model while the second 

model, M2, preserved the idealized 

continuum material of cortical and cancellous 

bone for the L4 vertebra only, and the GVs 

were mapped on the volume of elements of 

the superior vertebra L3 as described earlier. 

In the third model, M3, both vertebrae had 

bone tissue properties assigned based on the 

GV evaluated from the CT scan. In all three 

cases it was assumed that the IVD retains 

mechanical properties varying in radial and 

circumferential direction. These were 

extrapolated from (Acaroglu, 1995) assuming 

a linear variation in sagittal and transverse 

direction (Sant, 2012). The same loading 

Fig. 4: von Mises stress distribution within the frontal 

cut through the segment - model Miso. 

Fig. 3: FE model with applied load at the CP node from 

where is the normal and shear force, accompanied by 

sagittal moment transferred on the L3 superior endplate. 
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condition and BC were applied to all models.  

Analysis of the results obtained for the Miso model revealed the highest stress developed at the lateral side 

of the IVD with equivalent stress reaching 1.3 MPa as shown in Fig. 4. The highest stress occuring within 

the annulus fibrosus at the anterior part of the median plane reached 1.05 MPa. The stress in the region of 

the endplates did not exceed 1 MPa while the highest strain intensity occured at the left lateral side of the 

IVD. The results of the simulation run on the model M3 resulted in the highest equivalent stress at the 

central part of endplates as shown in Fig. 5. The maximum stress reached above 3 MPa somewhat 

posteriorly as shown in Fig.6 in the cut through the median plane.  

4. Conclusion  

The behaviour of the interface between the two vertebrae is highly dependent on the state of the IVD, the 

endplate condition, and the bone tissue quality. There is a difference in the stress and strain magnitude as 

well as in the distribution patterns within the models Miso and M3. Whereas for the model Miso the overall 

stress within the vertebra did not exceed 0.8 MPa, within model M3 the stress away from the endplates 

reached around 1 MPa with an increase in the caudal/cranial direction to its maximum slightly above  

3 MPa at the endplates. The voxel-specific elastic properties, corresponding to the continually changing 

tissue density that respect the micromechanics of the composition, eliminated the unnatural stress 

concentration at the boundaries of two different materials as observed in Miso model results. The stress of 

1 MPa developed within the cancellous bone tissue corresponds to known measured values. The results 

obtained from M3 model are in agreement with clinical observation. These results should be verified 

experimentally, if possible. 
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Abstract: The effects of biodiesel (from waste cooking oil) in fuel mixture (biodiesel and diesel fuel No. 2) on 

brake specific fuel consumption (BSFC) of a diesel engine were investigated by response surface 

methodology (RSM) in this study. The experiments were conducted on a four cylinder direct-injection diesel 

engine. The developed mathematical models by RSM were helpful to predict the response parameters and 

further to identify the significant interactions between the input factors on the response. Results showed that 

the use of biodiesel BSFC increases 18 to 24% by the using net biodiesel. Also results showed that the 

reduction in engine load appeared to cause an increase in BSFC which increase up to 15% by reducing the 

engine load. 

Keywords:  BSFC, Biodiesel, Diesel engine, RSM, Engine speed. 

1. Introduction 

Biodiesel has received wide attention as a replacement for diesel fuel because it is biodegradable, 

nontoxic and can significantly reduce toxic emissions and overall life cycle emission of CO2 from the 

engine when burned as a fuel (Xue et al., 2011). If the fuel properties of biodiesel are compared to 

petroleum diesel fuel, it can be seen that biodiesel has higher viscosity, density, pour point, flash point 

and cetane number and no sulphur link (Canakci et al., 2009). Many researches compared the blends with 

different content biodiesel For BSFC. Most of them (Aydin and Bayindir, 2010; Meng et al., 2008; 

Godiganur et al., 2010; Qi et al., 2010) agreed that the fuel consumption of an engine fueled with 

biodiesel becomes higher. Some of them (Armas et al., 2010; Zhu et al., 2010; Godiganur et al., 2010; 

Labeckas and Slavinskas, 2006) believed that, with increasing the content of biodiesel, engine fuel 

consumption will increase. On the contrary, it was reported in (Ozgünay et al., 2007; Song and Zhang, 

2008; Pal et al., 2010) that fuel consumption was decreased for biodiesel compared to diesel. The 

objective of this research work is to investigate the effects of biodiesel percentage of in fuel mixture 

(biodiesel and diesel fuel No. 2), engine speed and engine load on changes in brake specific fuel 

consumption (BSFC) by response surface methodology (RSM).  

2. Methods  

2.1. Biodiesel preparation, Test engine experimental procedure 

Biodiesel from waste vegetable cooking oil is a more economical source of the fuel, so in the present 

investigation biodiesel was produced from this source.  

The engine tests were carried out on a 4-cylinder, four-stroke, turbocharged, water cooled and DI diesel 

engine (110 hp at 2800 rpm). The engine speed was measured by a digital tachometer with a resolution of 

1 rpm. The engine was coupled to an E400 ferromagnetism dynamometer to provide brake load and a 

system with scale method was used to for determination of consumed fuel. The engine was allowed to run 

for a few times until the exhaust gas temperature, the cooling water temperature, the lubricating oil 

temperature, have attained steady-state values and then the data were recorded. 
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2.2. Experimental design and statistical analysis 

The standard RSM design using central composite design (CCD) was employed to examine the 

relationship between the response variables and set of quantitative experimental factors. The independent 

variables were percentage of biodiesel in fuel mixture in fuel mixture (x1), engine speed (x2) and engine 

load (x3). The response (y) was BSFC. The coefficients of the polynomial were represented according 

equation (1) by b0 (constant term); b1, b2 and b3 (linear effects); b11, b22 and b33 (quadratic effects); and 

b12, b13 and b23 (interaction effects):  

 (1) 

 

Minitab software version 15.0 was used to develop the mathematical models and to evaluate the 

subsequent regression analyses and analyses of variance (ANOVA). Based on these models, the main and 

interaction effects of the process parameters on BSFC characteristics were computed and plotted in 

contour plots as shown in Fig. 1. 

3. Analysis and Results 

3.1. Statistical analysis 

The complete 20 numbers of experiments were performed and the experimental data for BSCF of the 

diesel engine are shown in Tab. 1. The statistical analysis indicates that the proposed model (Eq. (2)) was 

adequate, possessing no significant lack of fit and with very satisfactory value of the R2 (96.4%) for the 

response. Fig. 1 shows the interactions between the engine speed and responses in contour plot form. The 

graphical form plots were obtained by holding the value of engine load at 25%, 50%, 75% and 100% 

constant level in the related mathematical model.  

Tab. 1: The experimental and predicted data for the response. 

10 9 8 7 6 5 4 3 2 1 Experiment number 

261 210.5 265.9 238.7 241.6 219.5 288.3 245.8 258.6 234 
Experimental 

data BSFC 

(gr/(kW.hr) 
262.7 213.1 266 235.2 236.3 217 288.5 248.8 258.7 230.6 

Predicted 

data 

20 19 18 17 16 15 14 13 12 11 Experiment number 

239.6 241.2 236.4 250.8 242.8 238.6 220 257 284.3 237.4 
Experimental 

data 
BSFC 

(gr/(kW.hr) 
241.2 241.2 241.2 241.2 241.2 241.2 226 256.4 283 242.7 

Predicted 

data 

BSFC(gr/(kW/hr) = 298.74 + (0.5)x1 + (-0.088)x2 + (-0.236)x3 + (0.0014)x1
2 
+   

                       + (2.67x10
-5

)x2
2 

+ (-0.00018)x1x2 + (-0.00336)x1x3 (2) 

3.2. Brake specific fuel consumption (BSFC) 

Fig. 1 shows the effects of biodiesel percentage and engine speed on the predicted BSFC of the engine at 

various load condition. As the Fig. 1 show, the maximum BSFC is more than 330 (gr/Kw.hr) for fuel 

blends included more than 95% biodiesel at 25% engine load and engine speed between 2700 to 2800 

rpm. Also the minimum BSFC (less than 208 (gr/Kw.hr)) happens at full engine load and engine speed 

between 1500 to 1700 rpm for fuel blends included less than 10% biodiesel. According to the results, the 

BSFC initially decreased with increase in speed up to 1300 rpm and then BSFC remains approximately 

constant between 1300 rpm and 1900 rpm. For the range more than 1900 rpm, the BSFC increased 

sharply with speed. The predicted values for BSFC increase with the increasing amount of biodiesel in the 

fuel blend. The heating value of the biodiesel is lower than that of diesel fuel No. 2. Therefore, if the 

engine was fueled with biodiesel or its blends, the BSFC will increase due to the produced lower brake 

power caused by the lower energy content of the biodiesel (Aydin and Bayindir, 2010; Ozsezen et al., 

2009; Adaileh and AlQdah, 2012; Hossain et al., 2013). At the same time, for the same volume, more 

2 2 3
0 1 1 2 2 3 3 11 1 22 2 33 3 12 1 2 13 1 3 23 2 3y b b x b x b x b x b x b x b x x b x x b x x         
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biodiesel fuel based on the mass flow was injected into the combustion chamber than diesel fuel No. 2 

due to its higher density. In addition to these parameters, viscosity, the atomization ratio and injection 

pressure should be considered since they have some effects on the BSFC values (Lin et al., 2009; Song 

and Zhang, 2008). As the Fig. 1 show with increase in load, the BSFC of biodiesel decreases. One 

possible explanation for this trend could be the higher percentage of increase in brake power with load as 

compared to fuel consumption (Godiganur et al., 2010; Qi et al., 2010). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Effect of percentage of biodiesel in fuel mixture and engine speed on BSFC at: a) 25%;  

b) 50%; c) 75%; d) 100% (full) engine load. 

4. Conclusions 

 The statistical models as fitted can be effectively used to predict the engine performance. Also the 

effect of biodiesel produced from waste cooking oil blends and diesel No. 2 fuel on engine 

performance was investigated. 

 The brake specific fuel consumption increases with the increase of biodiesel in the blends, due to 

the lower heating value of biodiesel. Results showed that the brake specific fuel consumption of 

diesel No. 2 fuel is 18 to 24% more than the brake specific fuel consumption of net biodiesel at 

various engine loads. 

 The brake specific fuel consumption at 25% engine load was around 15% more than this 

characteristic at full engine load for all fuel blends. 

 These results are similar to those found in the literature and support that waste cooking oil methyl 

esters have similar properties with diesel fuel. 

 Also the results of the study show that use of biodiesel blends with diesel had not significant 

change on performance of the diesel engine.  
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Abstract: The aim of the experiment was to perform experimental modal analysis of the pulley, which serves 

for propulsion of washing machine, and consequently to estimate its modal parameters. There are presented 

results of the experimental measurement in this article, verified by finite element method. Also there is 

showed several problems which occurred during the measurement. The end of the article is devoted to result 

discussion.  

Keywords:  Pulley, Modal analysis, Natural frequencies. 

1. Introduction 

Nowadays the big emphasis is devoted to the ecology of domestic appliances and energy losses related 

with them, which emerge with their running. From this aspect our attention was focused on investigation 

of washing machine’s pulley modal parameters – natural frequencies and mode shapes. The measurement 

was performed on the pulley attached to a drum of a washing machine. This method can be considered 

as clamped, owing to mechanical blocking of the drum rotation. 

2. Modal Analysis of the Pulley 

2.1. Experimental modal analysis 

Experimental modal analysis was performed by Bruel and Kjaer’s PULSE system. As an exciter Bruel 

and Kjaer’s modal hammer was used, type 8206. Owing to the frequency band of interest, 3200 Hz, 

the plastic tip of hammer was used. To not influence the natural frequencies the contactless transducer 

had to be used because of low pulley weight. Also the shape of the pulley was not suitable for using 

of conventional accelerometer so as a transducer the laser vibrometer Polytec PDV 100 was used. 

It measures the velocity of vibration by Doppler effect (Randall).  

Before the measurement the sufficient number of measuring point (DOF’s) had to be created 

on the pulley to sufficiently render the mode shapes. From that reason the pulley was theoretically divided 

into three parts: the middle, the rim and the three arms. There were created twelve points in the middle 

of pulley, five points on each arm and 24 points on the rim. 

With respect to fact that the response of both the pulley middle and the ring was significantly different 

also by free support, the middle was significantly stiffer than the rim, the reference point was chosen 

on the pulley arm. 

The measurement was performed in two stages. The first one, the exciter and transducer were oriented 

axially (front side) and second one when the transducer and exciter were oriented in radial direction. 
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After the measurement the particular frequency response functions were converted to the Pulse Reflex 

and modal parameter extraction was performed by rational fraction polynomial method with maximum 

iteration of 40. Upon the stability diagram and phase shift diagram the natural frequencies were obtained 

(Bilošová, 2011).  

The rational fraction polynomial method (frequency domain - single input single output - multi degree 

of freedom) was used owing to its suitability for investigation of close modes of vibration with respect 

to the effect of residuals outside the frequency range of interest. The close modes of the pulley were 

expected by the reason of symmetric pulley shape. 

2.2. Numerical modal analysis 

Numerical modal analysis is performed in the simulation program SolidWorks. The geometry of washing 

machine pulley with maximal diameter 300 mm is created in 3D background. Then frequency study is 

selected and the material AL 46000 is defined. Material properties of AL 46000 are presented in Tab. 1 

(SolidWorks). 

The mesh on the washing machine pulley is generated automatically by SolidWorks, while the spatial 

element SOLID187 is used. The element is defined by 10 nodes while each node has three degrees 

of freedom. The SOLID187 has a quadratic shifting behavior and is suitable for modeling of the finite 

element irregular mesh. The size of the element is 3.6 mm with tolerance 0.18 mm. The mesh in Fig. 1 is 

created of 38362 elements and of 77421 nodes (SolidWorks). 

 

Fig. 1: Mesh of finite elements on the washing machine pulley. 

 

Tab. 1: Material properties of AL 46000. 

Property Value with units 

Elastic modulus 75 000 MPa 

Tensile Strength 140 MPa 

Yield Strength 250 MPa 

Mass density 2000 kg/m
3
 

Poisson´s ratio 0.3 

In SolidWorks the axial, radial and circumferential movements are constrained. These fixtures are applied 

in middle of the pulley. 
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3. Obtained Results and their Comparison 

The obtained natural frequencies are presented in Tab. 2 and the obtained mode shapes are depicted in 

Figs. 2 to 7. The mode shapes presented below are for Pulse and SolidWorks respectively.  

Tab. 2: The comparison of pulley natural frequencies. 

Frequency number PULSE SolidWorks 

1. 80 Hz 84 Hz 

2. 120 Hz 129 Hz 

3. 182 Hz 194 Hz 

4. 262 Hz 281 Hz 

5. 594 Hz 618 Hz 

6. 784 Hz 800 Hz 

7. 930 Hz 951 Hz 

8. 1176 Hz 1204 Hz 

9. 1848 Hz 1885 Hz 

10. 2622 Hz 2683 Hz 

11. 3146 Hz 3227 Hz 

 

Fig. 2: The first and the second mode shape. 

 

Fig. 3: The third and the fourth mode shape. 

 

Fig. 4: The fifth mode shape and the sixth mode shape. 
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Fig. 5: The seventh mode shape and the eighth mode shape. 

 

Fig. 6: The ninth mode shape and the tenth mode shape. 

 

Fig. 7: The eleventh mode shape. 

4. Conclusions 

The usual washing machine revs are in the range from 0 to 1200 rpm. The drum and the pulley are 

connected rigidly so their revs are same. From the upper table we can see that there are 8 natural 

frequencies in this range. All of these natural frequencies but one are measured from the first 

measurement stage – the axial measurement. Their particular mode shapes, as it is possible to see from 

Figs. 2-7, are mostly presented in the axial direction. It is worth to point out the fifth frequency – 594.Hz. 

This frequency is acquired from the second measurement stage – the radial measurement. Its mode shape 

(deformation) is in radial direction, so the washing process at this frequency (rpm) can create creeping of 

the pulley belt, what lead to the unwanted energy losses. 
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Fig. 1: Bars before straightening. 

 

 

Fig. 2: Setting of rollers.  

ANALYSIS OF DYNAMIC LOADING OF BAR  

STRAIGHTENING MACHINE COMPONENTS 

P. Skalka
*
, J. Sobotka

**
 

Abstract:  The oblique bar straighteners are rotary forming machines, which are used for straightening of 

round bars designed for further processing. During straightening the bars are rotating among hyperbolic 

rollers, which are held by holders. The bottom rollers are driven by electric motor connected with a gearbox 

and cardan shafts. During the straightening the machine is loaded with enormous forces and torque 

moments. This paper is focused on determining torque moments, which are required for design of 

straightening machine. The straightening machine described below has 7 rollers and it is designed for bars 

with a 200 mm diameter. 

Keywords: Oblique straightening machine, Finite element method, Plasticity. 

1. Introduction 

The bar straightening is based on their bending among the 

straightening rollers. The bending moment, which evokes in 

the bar during the straightening, must be large enough for 

plastic strain initialization in the bar. The bending moment is 

created by adjusting of three rollers (number 3, 6 and 7  

Fig. 3) towards the straightening bar (Fig. 2). In the case of 

the oblique straightening the translation motion of the bar is 

dependent on the rotation of straightened bar. Plastic strain is 

initialized on the bar surface by bar rotating. Plastic strain is 

necessary for bar straightening. The rollers have the shape of 

rotational hyperboloid. For bar straightening it is necessary to 

know the values of torque moments, which are evoked in the 

holders and torque moments needed for the driving of rollers. 

Required values were obtained by numerical simulations 

(Finite Element Method). Before their use the experimental 

verification needs to be done. 

2. Oblique Straightening Machine 

The structure of straightening machine (Fig. 3) consists of 

two driven and five not driven working rollers, straightened 

bar and input-output trough. The input dates: Working rollers 

can rotate around axis of their rotation and they are set at the 

angle 26° and 30° to the axis of straightened bar (Fig. 2). The 

working rollers are modelled as rigid and they are positioned 

in fixed holders. The diameter of straightened bar is 200 mm, 

curve radius - 180 m and length - 6 m. The material of 

straightened bar is named 30CrNiMo8+QT. The yield stress 
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Fig. 5: Forces and bending moments 

acting on a bar. 

of this material is approximately 1000 MPa. The model of plasticity was used with isotropic hardening. 

The rotation of driven working rollers was 40 rpm, friction between the rollers and the bar - f = 0.2  

(var. a), f = 0.1 (var. b), and the gravity acceleration - g = 9.81 m/s
2
. 

 
Fig. 3: Structure of oblique straightening machine. 

The processes: Input and output troughs are used for a transport of the straightened bar. The bar is driven 

by trough rollers. When the bar is among working rollers (number 1, 3, 4 and 7), the rollers of the trough 

are diverted. Then the straightened bar is driven by working rollers of straightening machine. When the 

bar straightening is finished, rollers of output trough move the bar into the feeder. 

Detail analyses of dynamics and vibrations in the process of bar straightening are covered by the article 

(Lošák, 2014). The analysis of the shape deviations of the aligned bar is in (Fuis, 2014), which is based 

on (Fuis et al., 2009 and 2011). 

3. Numerical Simulations 

Numerical simulations were focused on: 

a) determining stress-strain state during the straightening process, 

b) determining torque moments for fixation of holders (1-7), 

c) determining torque moments for drive of rollers (1 and 2). 

4. Results 

Stress-strain state of straightened bar (in the fifth seconds of the straightening process) is shown in Fig. 4. 

   a) 

b) 

Fig. 4: Contours of: a) equivalent plastic strain [-], 

                  b) equivalent stress [MPa]. 
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The highest value of equivalent stress is approximately 1192 MPa (Fig. 4) in the place with largest 

bending moment (Fig. 5) during the straightening. The highest value of equivalent plastic strain 

(approximately 0.007 [-]) is in the same place (Fig. 4). The value of equivalent stress and equivalent 

plastic strain is the same for both solved variants of friction (f = 0.2, f = 0.1). The highest value of torque 

moments for holder fixation is on the roller 1. The second highest value is on the roller 7 (see Fig. 6 - 

top). These values are approximately 125000 Nm (roller 1) and 80000 Nm (roller 7). These rollers are 

most loaded. The gradual inclusion of rollers in the straightening process is shown in Fig. 6. The torque 

moment for drive of working roller 1 and working roller 2 is approximately 85000 Nm (roller 1) and 

60000 Nm (roller 2) - see Fig. 6 - bottom. 

 
Fig. 6: Torque moments for fixation of holders (top) and for drive of rollers (bottom), f = 0.2. 

When the friction coefficient is equal to 0.1, we can say: the highest value of torque moments for fixation 

of holders is on the roller 1. This value is approximately 100000 Nm (roller 1) - see Fig. 7 - top. The 

second highest value of torque moments for fixation of holders is on the roller 7. This value is 

approximately 80000 Nm (roller 7) - see Fig. 7 - top. The torque moment for drive of working rollers  

(1, 2) is approximately 70000 Nm - see Fig. 7 - bottom. 
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Fig. 7: Torque moments for fixation of holders (top) and for drive of rollers (bottom), f = 0.1. 

4. Conclusions 

By comparing two variants of friction (that we have solved), we can say, that the lower friction reduces 

torque moments for drive of rollers and for fixation of holders. During the bar straightening torque 

moments for drive of working rollers will increase to the value of 250000 Nm (f = 0.2, see Fig. 6 - 

bottom) and to the value of 165000 Nm (f = 0.1, see Fig. 7 - bottom). This increase of torque moments 

occurs when the straightening bar comes into the contact with the roller number 6 (see Fig. 6, Fig. 7 – 

time 3.6 s). The further increase of torque moments is connected with the loosing contact of the bar with 

the roller number 3 (see Fig. 6, Fig. 7 – time 9.9 s). 
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FREE VIBRATION ANALYSIS OF TIMOSHENKO BEAM 

WITH DISCONTINUITIES USING DISTRIBUTIONS 

J. Sobotka
*
 

Abstract: The general equations for the transverse vibration of Timoshenko beam have been used since they 

were derived by means of classical derivatives of the shear force, the bending moment, the rotation of a cross 

section and the deflection of the beam. However these derivatives are not defined at such points of a center-

line between ends of the beam in which there is a concentrated support or a concentrated mass or a 

concentrated mass moment of inertia or an internal hinge connecting beam segments, which are 

discontinuities that can be met with in practice. We have applied distributional derivative for  discontinuous 

shear force, discontinuous bending moment, and discontinuous rotation of a cross section of the beam in 

order to derive a generalized mathematical model for free transverse vibration as a system of partial 

differential equations. We have computed general solution to the generalized mathematical model for 

prismatic beam by means of symbolic programming approach via MAPLE. As a result of this approach, 

computing natural frequencies and modal shapes of the beam, we do not have to put together any continuity 

conditions at discontinuity points mentioned. 

Keywords: Timoshenko beam, Transverse vibration, Discontinuities, Dirac distribution. 

1. Introduction 

Classical analytical method of calculating natural frequencies of a beam with discontinuities is based on 

the following main steps (Timoshenko, 1937). Firstly we divide the beam into segments without 

discontinuities. Secondly we find continuous solution to a differential equation of motion for each 

segment separately. Thirdly we express boundary conditions for each segment, and continuity conditions 

among adjoining segments leading to a homogeneous system of linear algebraic equations. Finally we 

derive a frequency equation as a condition of nontrivial solution to the homogeneous system of linear 

equations.  

Applying distributional derivative definition for discontinuous shear force, discontinuous bending 

moment, and discontinuous rotation of a cross section of a beam, we can derive a mathematical model for 

free transverse vibration of Timoshenko beam with discontinuities caused by concentrated supports or 

concentrated masses or concentrated mass moments of inertia situated between ends of the beam, or 

hinges connecting beam segments. This mathematical model can be solved like only one differential task 

without dividing the beam into segments where all the continuity conditions among adjoining segments 

are fulfilled automatically. Using this approach, we have only four integration constants irrespective of 

the number of the discontinuities. 

2. Classical Equations of Motion for Free Transverse Vibration of Timoshenko Beam 

According to Timoshenko’s theory, we can express simultaneous differential equations of motion for free 

transverse vibration of the beam without discontinuities in the shear force, in the bending moment, in the 

rotation of the cross section or in the transverse displacement of the centerline of the beam (Rao, 2007) as 
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where w(x, t) is the total transverse displacement of the beam centerline, ( ) ,x t the rotation of the cross 

section assumed without warping, A(x) the cross-sectional area, J(x) the area moment of inertia, k the 

dynamic shear correction factor (Mindlin and Deresiewicz, 1953; Dong et al., 2010), E the modulus of 

elasticity (Young’s modulus), G the shear modulus of elasticity, ρ the density. 

3. Mathematical Model for Free Transverse Vibration of Timoshenko Beam with Discontinuities 

In order to be able to express possible discontinuities in shear force, bending moment or in rotation of 

cross section along a centerline of a beam mathematically without cutting the beam into segments that 

would be without discontinuities in support, loading or without internal hinges, we use distributional 

derivative (Schwartz, 1966; Štěpánek, 2001; Kanwal, 2004), which consists of two main parts. Its first 

part is a classical derivative, while the second one is distributional as a sum of products of the Dirac 

singular distribution moved into the point of the discontinuity and a magnitude of the jump discontinuity 

of the quantity being differentiated. 

When a beam supported at concentrated supports or carrying concentrated inertia masses between its ends 

is vibrating, jump discontinuities in shear force can occur at corresponding points of centerline of the 

beam. Expressing the first classical partial derivative of the shear force with respect to x from the force 

equation of motion for an element cut out of the beam, and adding distributional parts in the form of the 

product, we can derive Eq. (3), where ri(t) is a reaction force at ith concentrated support at a point x = ai 

(0 < ai < l), l is the length of the beam, mi  is a concentrated inertia mass at a point x = bi (0 < bi < l), 

Dirac(x-ai) denotes the Dirac distribution moved into the point of the discontinuity, n1 is a number of 

point supports, and n2 is a number of concentrated inertia masses. 

When a beam carrying concentrated masses with moments of inertia of Ji at points x=ci (0 < ci < l) is 

vibrating, jump discontinuities in bending moment can occur at these points. Expressing the first classical 

partial derivative of the bending moment with respect to x from the moment equation of motion for an 

infinitesimal element of the beam, and adding products of a magnitude of the jumps and the Dirac 

distribution situated at the point of the discontinuity, we can acquire Eq. (4), the right hand side of which 

is the distributional derivative of the bending moment covering n3 jump discontinuities. 

If a beam containing hinges connecting segments of the beam at points x=di (0 < di < l) is vibrating, jump 

discontinuities in rotation of the cross section of a magnitude ψi(t) may be found at these points. 

Expressing the first classical partial derivative of the rotation of the cross section with the respect to x 

from the deformation relation of the beam centerline curvature, and adding corresponding distributional 

parts, we can obtain Eq. (5), where n4 is a number of internal hinges. 
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4. Free Vibration Solution 

Supposing a harmonic time variation of solution to equations (3) to (6) as 
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where Ω is a circular frequency of vibration, and denoting amplitudes of vibration at points with 

concentrated transverse inertia forces and bending moments as  
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we can derive a system of ordinary differential equations (8) to (11) for unknown general shapes of the 

deflection (ws), the rotation of the cross section ( s ), the bending moment (Ms), and the shear force (Qs) 

for a uniform beam as 
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Characteristic functions of uniform Timoshenko beam with discontinuities 

We have used the Laplace transform method so as to compute general solution to the system of Eqs. (8) 

to (11), i.e. characteristic functions of the beam, with integration constants in the form of initial 

parameters. Laplace transforms of unknown quantities are rational functions with a denominator which 

has a form of a quartic polynomial. Performing partial fraction decompositions of these rational functions, 

we must distinguish among three different cases:  

i)  <
J  A k G

J 
,  

ii)   >
J  A k G
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,  
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.  

In order to simplify expressions of the general solution, we introduce denotation:  


2 J E k G ( )  J  k G  J E    2 J2 2 k2 G2 2 2 J2 2 k G E 2 J2 E2 2 4 J E k2 G2 A  

2 E J G k , 


2 J E k G ( )  J  k G  J E    2 J2 2 k2 G2 2 2 J2 2 k G E 2 J2 E2 2 4 J E k2 G2 A  

2 E J G k . 

For example, when  <
J  A k G

J 
, the general shape of the rotation of the cross section may be 

expressed as follows: 
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where Heaviside(x-a) is the denotation used in MAPLE for Heaviside’s unit step function moved into the 

point x = a. 

5. Conclusions 

Contribution of this paper to modal analysis of Timoshenko beam is that the mathematical model for free 

transverse vibration, i.e. Eqs. (3) to (6), holds true also for the discontinuous shear force, the 

discontinuous bending moment and the discontinuous rotation of the cross section. 

Discontinuities in shear force are supposed to be owing to idealized concentrated supports or inertia 

masses situated between ends of the beam. Likewise, discontinuities in bending moment are assumed to 

be due to idealized concentrated moments of inertia situated between ends of the beam. On the contrary, 

discontinuities in rotation of the cross section are caused by real hinges connecting beam segments. Jump 

discontinuities in unknown dependently variable quantities have been expressed in corresponding 

distributional derivatives (3)-(5), where the singular distribution Dirac(x), which is usually denoted as 

δ(x), is always moved into the point with the discontinuity mentioned, and multiplied by a magnitude of 

the discontinuity.  

To be able to find natural frequencies and modal shapes of Timoshenko beam analytically with 

discontinuities mentioned, we have derived Eqs. (8) to (11) for shapes of the shear force, the bending 

moment, the rotation of the cross section and the deflection. Using the Laplace transform method with 

MAPLE software system, we have computed general solution to the system containing integration 

constants in the form of initial parameters. Computing limits (7), we can express the unknown amplitudes 

of the deflection, Wi, and rotation of the cross section, Φi, as functions of initial parameters. In order to 

determine the unknown initial parameters, we must establish four boundary conditions. So as to 

determine the unknown reactions at concentrated supports between ends of the beam, and amplitudes of 

discontinuities in the rotation of the cross section at hinges connecting beam segments, we must establish 

corresponding deformation conditions at these points. These deformation and boundary conditions create 

all together a homogeneous system of linear equations. The condition of the nontrivial solution to this 

system is the frequency equation of the beam with discontinuities assumed. 
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Abstract: In this paper, the results of studies on transverse vibrations and instability of a geometrically 

nonlinear column with internal crack subjected to Euler’s load are presented. The investigated column is 

composed of two members. The bending rigidity stiffness between members is described by the bending 

rigidity ratio. The internal member consists of two elements, connected by a pin and a rotational spring of 

stiffness C. The rotational spring stiffness C shows the size of crack. The boundary problem has been 

formulated on the basis of the Hamilton's principle. Due to the geometrical nonlinearity of the system, the 

solution of the problem was performed by means of the perturbation method. The natural vibration 

frequencies were computed after obtaining the equations from the first power of the small parameter ε. The 

results of numerical calculation illustrate the influence of the bending rigidity factor and crack size on 

vibration frequency and critical loading of the system. 

Keywords:  Crack, Column, Vibration, Non-linear system, Instability. 

1. Introduction 

The types of connection between elements of the structure as well as physical and geometrical features 

have great influence on dynamic behavior of the system. The failure of the structure may be caused by the 

crack propagation. The vibration monitoring and crack detection are needed to prevent system failure. 

The knowledge of crack effect on static and dynamic behavior is important issue in practical applications. 

The problems of analysis of the structures with cracks (cracks can be divided into always open and 

breathing ones), dynamic characteristics of systems and mathematical models have been discussed in past 

years by Anifantis (1981), Chondros and Dimarogonas (1989), Lee and Bergman (1994), Chondros 

(2001), Binici (2005). 

In this paper the massless rotational spring represents the crack. The spring stiffness coefficient depends 

on the crack depth. The natural boundary conditions satisfy the continuity of transversal and longitudinal 

displacements, bending moments and shear forces in the point of location of rotational spring (Uzny, 

2011). In many scientific papers authors are focused only on vibration analysis of cracked single columns 

(Arif Gurel, 2007). In this paper the two member column with internal crack has been investigated. 

Additionally, the influence of the different magnitudes of bending rigidity factor between the elements of 

the system on dynamic behavior is also taken into the account.  

The investigated system due to its geometrical features is treated as a slender one. Main objective of this 

work is monitoring of the structure's dynamic behavior. The monitoring is based on vibration frequency 

and shape mode analysis. The critical force magnitude as a function of a cracked system is also presented. 

The obtained magnitudes are compared to the uncracked system. The results of numerical calculations 

allow to predict the possible crack initiation in the cantilever two member column loaded by axially 

applied external force with constant line of action. Furthermore, the investigated wide range of 

magnitudes of bending rigidity factor gives a scope on dynamic behavior of the system in different 

configurations.  
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2. Problem Formulation 

In the Fig. 1 the investigated cantilever column is presented. Rods (2) and (3) are connected by the pin 

and rotational spring of stiffness C (the smaller magnitude of C the greater crack size). The system is 

loaded by the external force P applied in the point of connection of rods (1) and (3). Rods have the 

lengths  l1, l2, l3  respectively. The physical model of the investigated system may be composed of two 

coaxial tubes, tube and rod or be a flat frame. 

 

W1(x1,t)

, 

W2(x2,t) 

W3(x3,t) 

x1, x2 

x3 

Rod (2) 

E2, J2, A2 

 

 

Rod (3) 

E3, J3, A3 

 

 

Rod (1) 

E1, J1, A1 
 

 

C 

P  

l3 

l2 

l1 

 

 

Fig. 1: Bent axes diagram of the investigated system. 

The boundary problem has been formulated on the basis of the Hamilton's principle: 
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where the following notation is used:  Ei – Young modulus, Ji – moment of inertia, Ai – cross section area 

i – material density C – rotational spring stiffness, P – external load. Substitution of equations (2) and 

(3) into (1) leads to among alia the equations of motion (4) 
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and natural boundary conditions. The geometrical and natural boundary conditions are as follows: 
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3. Results of Numerical Calculations 

The results of numerical calculations shown in Figs. 2 and 3 are presented in the non-dimensional form, 

where  
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Fig. 2: External load vs. vibration frequency for 

different crack size (d2 = 0.5, rm=  rw = 1). 

Fig. 3: Influence of crack size on maximum load 

magnitude (d2 = 0.5, rw = 1). 

In the Fig. 2 an influence of crack size localized in the middle of the column is presented. When the crack 

is small (c = 10, 100) the magnitudes of maximum load are comparable. With the reduction of the 

rotational spring stiffness (c = 5, 3, 1, 0.5) the decrease of natural vibration frequency and critical loading 

occurs. It can be concluded that the critical force strongly depends on crack size, as illustrated on – 

Fig. 3. The critical force of the system without crack (the investigated system with great 

magnitude of c can be treated as a particular case which corresponds to Euler's column) is  

4

2
crp . 

In the case when the bending rigidity factor ratio between rods (1) and (2) is changing regardless to crack 

size the natural vibration frequency and maximum loading are varying. If rm parameter is greater than 1 
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(E2J2 > E1J1), then with the growing crack size the reduction of vibration frequency and maximum 

loading appears (Fig. 4). When rm < 1 the opposite situation takes place. In the Fig. 5 the curves on the 

plane p - rm  for different crack size have been plotted.  

  

Fig. 4: External load vs. vibration frequency for 

different rigidity factors (d2 = 0.5, c = 3, rw = 1). 

Fig. 5: Rigidity factor as a function of external 

load for different crack size (d2 = 0.5, rw = 1). 

The reduction of rm regardless to crack size causes an increase of maximum loading capacity of 

the column. With the rm > 1, the growing crack size corresponds to rapid decrease of p magnitude. The 

change of maximum force magnitude results in vibration frequency change. 

4. Conclusions 

In this paper the influence of the bending rigidity factor ratio between rods (1) and (2) on the dynamic 

behavior of the cantilever column with internal crack have been investigated. The results of numerical 

calculations can be used to identify crack size on the basis of natural vibration frequency analysis. It can 

be concluded that crack size has significant influence on vibration frequency and maximum load 

magnitude. For larger crack size the lower critical load was obtained. For rm  > 1 the influence of the crack 

size on investigated parameters is significant. There exists crack size above which the change in rm 

parameter on maximum load and vibration frequency is very small. The deviation in the dynamic 

behavior of the investigated system might be considered as a possible indicator of crack initiation. 
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Abstract:  The paper concerns issues of diagnosing a technical state of caterpillar undercarriages of 

large-size working machines. Exemplary failures of their parts are presented. Different possibilities of 

performing diagnostic process basing on criterion of location of sensors are discussed. Each of the presented 

methods is supported by various examples of possible implementation in real operating conditions in an 

open-pit mine. 

Keywords:  Surface mining, Large-size working machines, Caterpillar chain links, Diagnostic signals. 

1. Introduction 

In basic open-pit machines operated in brown coal mines 3 types of undercarriages are usually applied: 

walking, rail and caterpillar ones (Durst, 1986; Wong, 1989). The latter are the most common because of 

number of fundamental advantages, including high mobility in extreme working conditions, high value of 

thrust and low base compression. Such undercarriages are presented in the Fig. 1. 

 

Fig. 1: A set of 2 caterpillar undercarriages. Source: author’s archive. 

Durability of driving units plays a key role in terms of reliability of the entire machine (an excavator or a 

damping conveyor). The character of degradation of subassemblies and parts of large-size working 

machines' undercarriages strictly depends on loading acting on them. Because of that, to assess the 

durability of these elements it is needed to evaluate values of the forces generated during the work of such 

a machine. An empirical method enabling this analysis is presented in work (Smolnicki and Maslak, 

2012). 

Degradation and damages of different parts of caterpillar undercarriages in large-size working machines 

is described in details in works (Bosnjak et al., 2010; Bosnjak et al., 2011). A comprehensive attitude to 

this problem can include both experiments on real elements and numerical simulations based e.g. on 

FEM. 
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Among all elements of caterpillar undercarriages chain links are one of the most important as even 

insignificant degradation of their technical state can have a negative impact on the mobility of the driving 

unit (Sokolski, 2012). 

Ovalization of a pin-joint hole or plastic deformation of only one link’s lug can make the whole machine 

unfit for use or at least decrease its serviceability. In case of a tear-off of a link’s lug, the caterpillar chain 

is damaged disabling further movement of this undercarriage. It also can negatively influence the stability 

of the machine. A caterpillar link in good technical state and links with exemplary failures are shown in 

the Fig. 2. More detailed description of typical failures of the chain links, including information about 

their areas especially endangered to damages is presented in work (Sokolski and Sokolski, 2014). 

 

Fig. 2: Caterpillar chain links: a) Bottom view of a part in a good technical state; parts with typical 

failures; b) Torn-off lug; c) Plastically strained lugs. Source: author’s archive. 

2. Diagnosing of Caterpillar Undercarriages 

In recent years diagnostics have become more and more important in the field of operation of large-size 

working machines in Polish open-pit mines. Different techniques and procedures are used for evaluation 

of technical state of parts and assemblies of basic mining machinery (Sobczykiewicz and Kowalczyk, 

2009). Thermal and vibroacoustic signals are used most of all. However there are no such procedures 

applied for monitoring of undercarriages. Because of that there is a particular need for formulation of 

theoretical principles and practical implementation of monitoring and diagnosing of undercarriage 

a) b) 

c) 
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assemblies. It refers to evaluation of technical state of links, plates, supporting wheels and balance lever’s 

units. 

In this context, the diagnostic task should meet the following basic requirements (Sokolski, 2012): 

 To be achievable in the process of normal functioning of the undercarriage (the working process 

of the machine), because then the obtained data reflect the real state of the examined parts. 

 To provide the necessary information about both the technical state and the wear processes 

occurring in these parts. 

 To ensure acquiring the required information at an acceptable level of running expenses (taking 

into account economic criteria). 

In order to develop effective diagnostic procedures applied for monitoring of undercarriages of large-size 

working machinery, appropriate observation tools must be selected. The main factor in the applicability 

of such a system is the character of operating conditions of the undercarriages. In particular one can list 

extremely high loading and constant adverse environmental influence (mud, dust, rain, snow, etc.). For 

these reasons, many commonly used diagnostic tools can not be applied for evaluation of technical state 

of driving mechanisms of excavators or damping conveyors. 

To put in order all of the possible monitoring methods, as a criterion of classification one can select the 

location of the components of the measuring system. If so, then the diagnostic process using sensors 

placed on the assessed object or sensors located outside it can be distinguished (Sokolski, 2012). 

Technical condition of an undercarriage can be evaluated using invasive methods with sensors installed 

on both stationary and movable elements. In the first case a diagnostic test can be based for example on 

monitoring interactions between components cooperating directly with the part on which the data is 

registered. In this variant, it is also possible to measure and evaluate geometric relationships with selected 

moving parts. 

For instance: for a pair of "balance lever - caterpillar plate" an indicator for an assessment of degradation 

processes may be the distance between the balance lever (a reference element) and selected plates. When 

this value exceeds limiting ones from the acceptable range, one can make a conclusion that e.g. 

deterioration of the tensioning system is advanced. Such degradation may result in an increase in so-

called overhang of the upper side of the caterpillar chain. 

Another example of diagnosing of the technical state of caterpillar driving units using sensors on 

stationary parts is an acquisition and analysis of vibroacoustic signal registered on the system of balance 

levers. 

For the case of a sensor placed on a moving part, measurements of the caterpillar chain’s pitch can be 

proposed. Such a test may rely on determining the distance between adjacent plates. Mutual wear of links 

and pins may result in the formation of clearances in this tribological pairs, which directly effect in 

a change of the chain’s pitch. 

Another possibility of implementing an assessment of caterpillar chain’s technical state using a sensor on 

a movable part can be a strategy analogous to the one described previously. This method bases on the 

measurement of the distance between a fixed and a movable element. In such a case a sensor can be 

placed on a plate and as the reference object one of stationary parts of the undercarriage such as a balance 

lever can be selected. 

To get a diagnostic data in terms of evaluation of the technical state of caterpillar driving units with an 

outside sensor one of non-invasive methods can be carried out. Recording of diagnostic signals through 

sensors located outside the tested elements can be implemented using a suitable wireless technology. In 

this situation there is no need for direct access to the machine what should be considered as one of the 

main advantages of such a monitoring strategy. Intensive development of wireless signal transmission 

techniques creates a relatively large choice. Often the decisive criterion is the cost of an implementation 

of this system. 

In the author's opinion the most reasonable among wireless methods can be: analyses based on acoustic 

signals generated during a movement of a basic mining machine and assessment upon base compression 

under the caterpillar as well. 
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In the first case through the evaluation of an acoustic spectrum and determination of basic parameters 

characterizing this signal, it is possible to assess the progress of degradation processes. Additionally, 

analyzing such a signal it is possible to identify failures occurred in undercarriages' parts. 

Base compression under a moving undercarriage enables evaluation of the distribution of loads 

transferred from machine to subsoil. It is highly dependent on the state of the chassis' components. 

Both of the described methods (the acoustic one and the analysis of base compression) were positively 

verified by the author. The results of analyses and methods of assessment are described in details in 

(Sokolski, 2012). 

3. Conclusions 

The process of diagnosing of the technical state of large-size caterpillar undercarriages is a significant 

factor increasing the operational reliability of their assemblies. Therefore it is a key issue and comprises a 

part of a development trend of monitoring of open-pit basic machines. 

A typical phenomenon during diagnosing is an unequal influence of changes in the technical state of 

observed parts on different diagnostic signals. For this reason, a selection of redundant signals is well-

founded. It allows reducing the number of failures that could not be registered. In addition, this way of 

monitoring reduces the possibility of an error in the assessment of the technical state of the tested parts. 

These factors increase the likelihood of formulating the correct diagnosis. 

The monitoring strategies described in the paper allow to conduct differently the diagnostic process. 

Because of that one can adapt a research method to possessed measuring devices. Another advantage of 

such a situation is as well a possibility of building a comprehensive diagnostic procedure based on an 

utilization of complementary and redundant signals. 

In most cases because of the real operating conditions of large-size caterpillar undercarriages, the usage 

of a diagnostic system with sensors installed directly on a tested object can not be performed. It is mainly 

because of the possibility of a mechanical damage to these devices. For this reason the best (if not only) 

empirically sensible solution is a usage of sensors placed outside elements of caterpillar undercarriages. 
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Abstract: Moisture from walling m4sonry, in particular in historic and protected buildings, is often removed 

by means of air cavities located in walls under the ground level. The air flow should be, if possible, almost 

uninterrupted so that this method could be efficient. This paper discusses the calculation of the air flow 

velocity inside the wall cavities. 

Keywords: Wet masonry, Remediation of wet masonry, Air cavities, Air flow in air cavities. 

1. Introduction 

Air insulation methods have ranked among frequent methods used for removal of moisture from walling 

masonry. This is, in particular, the case of historic buildings. When designing, an empiric approach is 

often used for air cavities. The air flow should be, if possible, almost uninterrupted so that this method 

could be efficient in the air cavities. The calculation below is for an air cavity (see Fig. 1) with natural 

flow of air where both the suction and exhaust holes are located at the outside. 

2. Calculating an Open Air Cavity 

In order to calculate performance of an air cavity in a wall it is necessary to determine the velocity of air 

in the air cavity  wx m.s
-1
, the temperature of the air which flows in the air cavity  tx C, the partial 

pressure of water vapours in the air cavity  pdx Pa, the partial pressure of water vapours in the air cavity 

upon saturation  p
“
dx Pa, condensation of water vapours in the air cavity and a pressure drop of the air 

flow  p Pa, the pressure loss  pz Pa, and to decide whether the air cavity works properly. This 

paper discusses only the calculation of the air flow velocity and the related development of temperature of 

the air flow in the air cavity. 

3. Velocity of the Air Flow in the Air Cavity 

In past, the relation for calculation of the air flow velocity in an open air layer (for instance, in calculation 

of two-layer roofs) was developed on the basis of generally known equations which are valid for the 

pressure drop of the air flow in the air cavity and the equations which describe the friction losses and 

resistance integrated into the air cavity. By analogy, this relation can be used in calculations of air cavities 

through which the air flows naturally. This relation is specified in (Řehánek, 1982). The equation for the 

air cavity is as follows: 

 
   

xx

r

x

vvznxv
x

d

l

wAAh
w










2
2

   m.s
-1
          (1) 

where:  h m  is the difference in heights between the axis of the suction and exhaust holes. 

  v kg.m
-3
  is the volumetric weight of the outdoor air. 
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x kg.m
-3
  is the volumetric weight of the air in the air cavity located in the x distance from 

the suction hole. 

wv m.s
-1
  is the wind velocity which is determined either pursuant to ČSN 73 0540-3, 

(Řehánek, 1982) or on the basis of local meteorological data. 

An   is the aerodynamic coefficient on the wind side (Aa = 0.6). 

Az   is the aerodynamic coefficient on the lee side (Aa =  0.3). 

The aerodynamic coefficients Aa  and Az are used only if the air cavity is connected to the 

outdoor air. 

lx m  is the length of the section in the air cavity. 

   is the coefficient of integrated resistance (see ČSN 73 0540-3 and (Řehánek, 1982)). 

dr m  is the equivalent diameter of the air cavity located in the x distance from the suction 

hole: 

 
sv

sv
d r






2
   m  (2) 

where:  v m  is the internal ground clearance of the air cavity. 

s m  is the internal free width of the air cavity. 

   is the resistance coefficient which depends on the Reynolds number Re and is as 

follows:  

 a) for the laminar flow (Re  2320):  
eR

64
                                            (3) 

 b) for the turbulent flow (Re  2320):  
237.0Re

221.0
0032.0                   (4) 

where:  Re  is the Reynolds’ number :               


rx dw 
Re                          (5) 

where:  dr m  is the equivalent diameter of the air cavity. 

wx m.s
-1
  is the air flow velocity in the air cavity. 

 m
2
.s

-1
  is the kinematic air viscosity which can be determined as follows: 

  12  sm
x


  (6) 

where:  x kg.m
-3
  is the volumetric weight of the air in the air cavity in the x point located out of the 

suction. 

 Pa.s  is the dynamic air viscosity which can be determined as follows: 

  = (17.2 + 0.047 . tx).10
-6   
Pa.s  (7) 

where:  tx [C  is the temperature of the air in the air cavity located in the x distance from the suction  

 hole. 

The most complicated part of the calculation is, however, the calculation of the velocity of the air which 

flows through the air cavity with natural air flow - wx m.s
-1
 . The reason is that the velocity depends on 

two parameters: 

1) on the resistance coefficient   which depends, in turn, on the air flow velocity wx m.s
-1
 and 

on the Reynolds’ number Re , 

2) on the volumetric weight of the air in the air cavity in the distance x from the suction, x  kg.m
-3
, 

which, in turns, depends on the temperature of the air tx C in the air cavity in the distance x. 

This means, no explicit solution is possible for the velocity of the air flow in the air cavity - wx m.s
-1
.  

A numerical approach only can be used. It is advisable to use a software application. 
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Fig. 1: Scheme of air cavity  

in wall. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Calculating the Temperature in the Air Cavity 

The temperature in the air cavity is calculated using the balance equation: 

                      Q = Q1 + Q2 + Q3 + Q4   W     (8) 

where: Q W is the total heat transfer rate of the air which 

              enters the air cavity. 

          Q1 through Q4 W is the quantity of the air which 

              enters the air cavity through the structures  

              No. 1 to No. 4. 

                       Q1 = v.U1.(t1 – tx).dx   W       (9) 

                       Q2 = s.U2.(t2 – tx).dx   W            (10) 

                       Q3 = v.U3.(t3 – tx).dx   W             (11) 

                       Q4 = s.U4.(t4 – tx).dx   W                  (12) 

where: v m is the internal ground clearance of the air 

                 cavity. 

            s m is the internal free width of the air cavity. 

            U1 through U4 W.m
-2

.K
-1
 are the heat transfer 

                 coefficients No. 1 through 4 for the structure 

             t1 through t4 C are the ambient air temperatures 

                 No. 1 through 4 for the structure outside  

             tx C  is the temperature of the air inside the air 

                 cavity located in the x distance from the suction hole. 

The equation is as follows: Q = Qt   W (13) 

where: Qt W  is heat transfer rate which increases the temperature of the air in the air cavity by dtx 

 Qt = c M dtx    W (14) 

 M = x.s.v.w   kg.s
-1
 (15) 

where: w m.s
-1
  is the air flow velocity in the air cavity. 

x kg.m
-3
  is the volumetric weight of the air in the air cavity located in the distance x from 

the suction hole. 

v m  is the internal ground clearance of the air cavity. 

s m  is the internal free width of the air cavity. 

c J.kg
-1

.K
-1
  is the specific thermal capacity which results from the formula below: 

 c =1010 + 0.12tx    J.kg
-1

.K
-1
 (16) 

where: txC  is the temperature of the air inside the air cavity located in the x distance from 

the suction hole. 

Because this equation can be used for calculation of the specific thermal capacity only if the air is dry, it 

is possible to use directly c = 1010 J.kg
-1

.K
-1 

in the calculation. 

Having substituted Q, Q1, Q2, Q3 and Q4 in (8) one obtains: 

c.M.dtx = v.U1.(t1 – tx).dx + s.U2.(t2 – tx).dx + v.U3.(t3 – tx).dx + s. U4.(t4 – tx).dx 

c.M.dtx = v.U1.t1.dx – v.U2.tx.dx + s.U2.t2.dx – s.U2.tx.dx + v.U3.t3.dx – v.U3.tx.dx + s.U4.t4.dx – s.U4.tx.dx 

c.M.dtx = v.U1.t1.dx + s.U2.t2.dx + v.U3.t3.dx + s.U4.t4.dx – v.U1.tx.dx – s.U2.tx.dx – v.U3.tx.dx – s.U4.tx.dx 

c.M.dtx = (v.U1.t1 + s.U2.t2 + v.U3.t3 + s.U4.t4). dx – (v.U1 + s.U2 + v.U3 + s.U4). tx.dx 

The terms in the brackets can be expressed as the constants A and B: 

A = v.U1.t1 + s.U2.t2 + v.U3.t3 + s.U4.t4 

B = v.U1 + s.U2 + v.U3 + s.U4 
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Then, one obtains: 

c.M.dtx = A. dx – B. tx.dx 

c.M.dtx = (A – B. tx). dx 

After modification: 
Mc

d

tBA

dt x

x

x





. 

After substitution: A – B.tx = Z 

 dZ =  B. dtx 

 
B

d
dt z

x   

Then: 
Mc

d

ZB

d xz




.
 

or: C
Z

d
d

Mc

B z
x 


. 

Equation integral: C
Z

d
d

Mc

B z
x 

   

 CZx
Mc

B
 ln

.
. 

The integration constant is derived from a general boundary condition: x = 0, then tx = t0. 

This means, the temperature of the air at the beginning of the air cavity is same as the temperature of the 

air at the exit, t0. If x = 0 and the boundary condition above is fulfilled, the equation is as follows:  

ln Z = ln(A  B. t0) = C 

so:     x
Mc

B
tBAtBA x 


 0lnln . 

After modification:  














x

Mc

B

x etBAtBA 0 , 

then:   AetBAtB
x

Mc

B

x 













0  

   AetBAtB
x

Mc

B

x 










.

0 . 

Resulting formula: 
 

B

etBAA
t

x
Mc

B

x















 0    C, (17) 

where:  x m  is the distance from the point from the start of the air cavity. 

      tx C is the temperature in x in the air cavity. 
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Abstract: Vibrations of cables subjected to rain-wind interaction was several times observed on existing 

structures. This paper deals with numerical simulation of airflow-rivulet interaction using fluid-structure 

interaction (FSI). Computational fluid dynamics (CFD) model involves uniform flow which represents air 

with constant speed at inlet. An incompressible fluid flow with Navier-Stokes equations has been applied. 

Computational structure dynamics (CSD) model involves cylinder and rigid water rivulet which is allowed to 

move on cylinder's surface. Periodic movement of rivulet has been observed which vibration frequency has 

been lower than vortex shedding frequency. The frequency of periodically moving rivulet also has appeared 

in estimated cylinder aerodynamic characteristics. 

Keywords:  Aerodynamic characteristics, Flow past cylinder, Fluid-structure interaction, Water 

rivulet. 

1. Introduction 

Significat part of cable-stayed bridges are inclined cables which are sensible to dynamic loading due to 

their low structural damping. In special weather conditions cables may vibrate with large amplitudes as 

was observed on several bridges (Meikonishi Bridge, Hikami and Shiraishi, 1988; Fred Hartman Bridge, 

Zuo et al., 2007). This aeroelastic phenomenom is known as rain-wind induced vibration (RWIV). During 

last decades numerous wind-tunnel experiments have been realized focused on formation of rivulets and 

aerodynamic influence on vibration of cables (Matsumoto et al., 2003; Zhang et al., 2008). Fluid 

mechanical interpretation has been deduced on mechanical models (Yamaguchi, 1990; Peil and Nahrath, 

2003; Seidel and Dinkler, 2006) and analytical solutions of airflow-rivulet has also been presented (Seidel 

and Dinkler, 2006). Using numerical simulations two different approaches has been presented. First, 

rivulet has been considered as a rigid protuberance and the flow (Li and Gu, 2006). In second approach, 

the thin-film model has been used to investigates formation of rivulets which modifies effective shape of 

the body. 

According to the complexity and three-dimensionality of the RWIV problem fluid-structure interaction 

(FSI) approach has been used for investigation airflow-induced rivulet movement, related influence on 

the airflow and changes of cylinder aerodynamic characteristics. 

2. Applied Physical and Boundary Conditions to Numerical Model 

Conditions in which the rivulets can be formed have been investigated by several studies (Lemaitre et al., 

2010; Consentino et al. 2003). Such as wind velocity when cable vibrations occurs (5 – 17 m/s), cable 

diameter (0.1 – 0.25 m), Reynolds number (0.5 .10
5
 – 1.5.10

5
), cable orientation considering wind 

direction and angle of inclination. 

In this study horizontally positioned circular cylinder with diameter d = 0.12 m using two-dimensional 

coupled airflow-rivulet interaction model using fluid-structure interaction (FSI) has been investigated. Air 

with uniform speed of u = 13 m/s has been considered with corresponding Reynolds number Re = 10
5
  

and the air has been represented by incompressible viscous fluid flow in Computational fluid dynamics 
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(CFD) model with applied Navier-Stokes equations in turbulent regime with Spalart-Allmaras Detached 

Eddy Simulation model (SA-DES). Dimensions of rivulet has been adopted according to Matsumoto et al. 

(2003) as shown in Fig. 1. Initial position of rivulet has been considered at the bottom of the horizontally 

mounted cylinder with angle related to flow direction of 270 . It has been considered, the initial 

position of rivulet has been affected by gravitational force. Mesh of coupled computational model and 

applied boundary conditions are shown in Fig. 2. Cutting-out circularly-shaped water rivulet has been 

considered with density of 1000 kg/m
3
 and nearly infinitesimally rigid, therefore, no surface tension 

forces have been applied. Rivulet mesh has been fixed to cylinder mesh via shared nodes. In cylinder 

model nearly infinitesimally small mass and infinitesimal rigidity has been considered. As FSI interaction 

has been applied and cylinder mesh has been fixed rigidly through its center node, the aerodynamic 

characteristics have been effectively calculated from resulting forces in this node. Flow model mesh 

density has been decreasing as the distance from cylinder surface has been increasing. Therefore, high 

mesh density has been achieved in boundary layer and less time consuming model has been acquired, 

observing sufficient accuracy (according to experimental measurements) as can be seen in Tab. 1.  

 

Fig. 1: Cylinder and rivulet relative position and dimensions. 

 

 

Fig. 2: CFD, CSD and rivulet model meshes and applied boundary conditions. 

Tab. 1 summarizes computed aerodynamic characteristics (cd is drag coefficient, St is Strouhal number 

and fsh is vortex shedding frequency), compared with numerically and experimentally obtained results by 

Breuer (2000), Wieselsberger (1921) and Roshko (1961). Boundary layer mesh has been fixed to rivulet 

mesh, therefore the movements have been coupled and sliding mesh interface between two fluid meshes 

was necessary. 
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Tab. 1: Aerodynamic characteristics of flow past circular cylinder with and without rivulet. 

Method (Re = 10
5
) Mesh size dc  (-) tS  (-) shf  (Hz) 

Without rivulet, simulation - SA-DES 200 x 400 1.224 0.201 21.74 

With rivulet, simulation - SA-DES 200 x 400 1.385 0.203 22.0 

Breuer (2000), LES turbulent model, 3D, 

(Re = 1.4.10
5
) 

165 x 165 1.218 0.217 - 

325 x 325 1.286 0.203 - 

Wieselsberger (1921), experiment -  1.2  0.2 - 

Roshko (1961), experiment - -  0.19 - 

3. Equation of Motion for Rivulet 

Rivulet motion can be described according to Seider and Dinker (2006) in polar coordinates using 

equations of motion 

   Tyxdm   cossin  , (1) 

   Nyxdm   sincos2  , (2) 

where m, T, N are rivulet mass, tangential and normal force. 

4. Results 

Fig. 3 displays the temporal evolution of rivulet position on cylinder surface and corresponding power 

spectral density. As can be seen, the rivulet hasn't shifted in downwind location, but it has been moving 

periodically with frequency 3 Hz at the bottom region of the cylinder. It has been assumed, this periodical 

movement has been particularly coordinated by gravitational force. 

Time course of drag and lift coefficients is shown in Fig. 4, also power spectral density of drag coefficient 

has been calculated. Periodicity with frequency 3 Hz in drag coefficient has been observed which is in 

coincidence with periodical movement of rivulet. Consequently, the rivulet occurrence directly influences 

aerodynamic behavior of cylinder. Therefore, aerodynamic force direction and intensity is changing time-

dependently. 

      

Fig. 3: Rivulet position in time domain (left) and power spectral density (right). 

When comparing the values of drag coefficients when rivulet occurred and without rivulet (Tab. 1), 

significantly increased value has been observed, despite of very small rivulet dimensions. Rivulet 

occurrence hasn't changed the vortex shedding frequency significantly. 
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Fig. 4: Drag and lift coefficients (left) and drag coefficient power spectral density (right). 

5. Conclusions 

Numerical simulation based on coupled model of airflow-rivulet interaction, using commercial software 

Adina 8.7, has been created. Simulations without and with water rivulet occurrence on circular cylinder 

surface has been investigated. As the horizontally mounted cylinder has been considered, the gravitational 

force has been included. It has been assumed, the gravitational force has the influence on periodical 

rivulet movement. Periodicity of the occurred movement has been 1/7 of vortex shedding frequency. As 

the frequency of aerodynamic forces on cylinder with formatted rivulet are smaller than vortex shedding 

frequency and if this phenomenon occurred on cables, resonance of galloping could be arisen. If rivulet 

was formatted an cylinder section of cable which eigenfrequency was nearby the rivulet-motion 

frequency, resonance may occur. This resonant effect is called galloping. 
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Abstract: The work deals with comparison of analytical design methods for transonic flows with modern 

computational fluid dynamics codes. The theory based on potential flow transformed into modified 

hodograph plane and simplified by near sonic flow conditions gives an exact solution of a cusped airfoil 

pointed into the sonic free stream. Results obtained from corresponding commercial ANSYS Fluent inviscid 

CFD code are compared with this theory on such profile. Because of considerable sensitivity of transonic 

flows, some off-design conditions in means of different free stream velocities are mentioned and analyzed to 

see the influence of small changes in boundary conditions on developed flow field. 

Keywords:  Transonic flow, Hodograph, Airfoil, CFD, Simulation, Off-design conditions. 

1. Introduction 

Mathematical solution of transonic flows brings together classical hydraulic methods together with the 

wave propagation solutions to resolve the co-existence of both elliptic and hyperbolic differential 

equations. The subsonic field can be solved with methods related to conformal mapping and supersonic 

field then using method of characteristics. This theory allows us to design airfoil shapes with predicted 

flow behavior around them which can be easily compared with numerical simulations. Modern CFD 

codes can be used as an extension to this theory and provide fast response to theoretical results or confirm 

the influence of possible off-design conditions. 

2. Theoretical Model  

The mathematical model stands on the basis of potential flow. To avoid the non-linearity of basic system 

of equations we can transform the solution to modified hodograph plane replacing physical coordinates 

x,y with new, flow angle ϑ and Prandtl-Mayer angle υ. The fact that we are assuming only the near sonic 

flow, that means flow with only small perturbations to sonic flow, simplifies the equations enough to 

solve exactly the conformal subsonic zone and also characteristic supersonic zone. 

This solution, deeply described in Stodůlka and Sobieczky (2014), can lead us to design of cusped airfoil 

pointed into the sonic free stream, see Fig. 1. This airfoil with sharp leading and trailing edge cuts the 

incoming flow which is then accelerated smoothly from sub to supersonic velocities past the airfoil 

forming oblique shocks at the trailing edge. Its shape is defined by thickness parameter τ and camber 

parameter ω. 

 

Fig. 1: Cusped airfoil parameters. 
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Finding analytical solutions to above hodograph relations allows us to derive the formulae defining the 

shape, flow conditions and pressure coefficient for cusped airfoils in a uniform sonic flow 1M

(Sobieczky, 1975). The camber/thickness parameter is given by: 
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and finally the pressure coefficient: 
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where γ is the specific heat capacity ratio. 

Knowing these, we have a complete analytical solution of this problem of specified sharp cusped airfoil 

pointed into the sonic free stream.  

3. Numerical Model 

For numerical simulation a thin, lightly cambered airfoil was chosen with parameters τ = 0.05 and  

ω/τ = 0.02. The simulation was performed using inviscid ANSYS Fluent CFD model on quad mapped 

mesh with approx. 100000 elements with implemented AUSM numerical flux scheme with second order 

upwind. The only boundary condition was set as a pressure far field (ANSYS Inc. 2013). 

Results in form of Mach number contours are shown on Fig. 2. It shows clearly shock free transonic 

character of the flow past airfoil ended by oblique shocks. The whole flow behavior corresponds also 

perfectly with the predicted flow field form theoretical analysis.  

Fig. 2: Contours of Mach number. 

Pressure coefficient distribution along the profile surface is compared on Fig. 3, with solid line 

representing numerical results and dashed the theoretical. Both lines are corresponding well in displayed 

range, but for thicker and more cambered airfoils reached Mach numbers rise and deviations start to 

appear in these regions, what is probably caused by deviation from near sonic flow theory assumptions. 

More about the numerical simulations can be found also in Stodulka and Sobieczky (2014). 
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Fig. 3: Pressure coefficient distribution. 

4. Off-Design Conditions 

Previous chapter confirmed well the correspondence between theoretical and numerical results and ability 

of the CFD code to describe expected flow field. But such sensitive boundary condition as a sonic free 

stream holds this case strictly in an academic field. To get closer to real problems it is easy to imagine 

some off-design modifications with incoming speed oscillating around sonic value. For upcoming 

simulations was used the symmetrical cusp with thickness parameter τ = 0.05. The numeric setup 

remained same as in previous models and the only difference was in domain dimensions and 

computational mesh. Due to larger domain and size savings was used the unstructured adapted tri mesh. 

If we will assume only small perturbations to sonic flow we can expect a creation of detached bow wave 

in front of the airfoil for slightly supersonic velocities. The location of the wave depends on free stream 

Mach number, the higher the velocity is, the closer is the distance between the leading edge and shock 

until it attaches. Behind the bow wave is the flow field similar to the sonic case with smooth acceleration 

and oblique shocks. Expected result and simulation is shown on Fig. 4.  

Fig. 4: Cusped airfoil in supersonic free stream, M∞ = 1.05. 

There are also some results explaining shape, strength and location of detached shock depending on the 

free stream Mach number (Sobieczky, 1974). Dependence of wave location and free stream velocity is 

shown on Fig. 5. Solid points are simulation data, crosses are data from DLR-τ code (Trenker and  

Sobieczky, 2001) and dashed line is theoretically exact asymptote.  

 

Fig. 5: Bow wave location for different Mach numbers. 
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The opposite problem appears when the free stream velocity will be subsonic. This case leads to creation 

of so called fish tail wave formed behind the cusp separating the local supersonic domain from the rest of 

the flow field. This configuration is showed on Fig. 6. 

Fig. 6: Cusped airfoil in subsonic free stream, M∞ = 0.95. 

These two cases extend the problematic of developed sonic flow past sharp profile and describe the 

sensitivity of transonic problems as a whole. It is clear that the results from CFD code correspond well 

with expected flow field for both off-design cases and even here proved itself as fast and reliable tool for 

design and verification. 

5. Conclusions 

The near sonic flow theory using conformal together with characteristic mapping for both velocity 

regions gives a precise modified hodograph solution of the whole flow field past cusped airfoil in a sonic 

free stream. Due to availability of modern computational fluid dynamics codes, the numerical experiment 

enables to receive data on parameters and flow structures past these airfoils very fast and effectively to be 

compared with the theory. And obtained results confirmed well the accordance between numerical and 

exact analytical data by means of described near sonic flow theory. CFD results showed the described 

problem in a new light and turned out to be a powerful tool for fast verifications or sensitivity analysis 

giving new objects for theory solutions. Off-design condition setups added a bit more practical view on 

the problematic and proved that even here we are still able to predict and simulate the flow behavior 

correctly. Especially for cases described above is the numerical simulation the only way how to compare 

and discuss obtained results and theories. Posted results also confirmed significant sensitivity of transonic 

flows, especially when talking about sonic and near sonic problems. At the end it is necessary to say that 

more than any concrete practical value this work is aimed to show the possibility of using the already 

developed theories for creating first systematic designs that can be initial cases for optimized shapes for 

real prototypes and these cases in transonic regime are now easily comparable with results obtained from 

modern CFD codes. 
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Abstract: Combination of two numerical methods - continuum based finite element method (FEM) and 

discrete based discrete element method (DEM) is presented in this contribution. The method is applicable to 

explicit dynamic problems and specifically will be applied to modeling of interaction between railway ballast 

(modeled by polyhedral discrete elements) and railway sleeper (modeled with standard finite elements). The 

problem is addressed from both theoretical and implementation point of view. 

Keywords:  DEF, FEM, Surface coupling, Explicit dynamics, Multi-method. 

1. Introduction 

Numerical simulations are an indispensable part of current engineering and science development. For 

different engineering areas there are different numerical methods used. In solid phase mechanics, the 

leading methods are the finite element method (FEM) and the discrete element method (DEM). FEM is 

rigorously derived from the continuum theory and is being used for the description of deformable 

continuous bodies, while DEM describes particulate materials, usually modeled by perfectly rigid 

particles and their interactions determined from fictitious overlaps of these rigid particles. 

Often an engineering problem can be modeled using only one of the aforementioned methods. A railway 

sleeper would be simulated by FEM, an assembly of ballast particles by DEM. One possible approach 

how to model an interaction between sleeper and ballast would be to split the problem into two domains 

(the sleeper part modeled by FEM and the ballast part modeled by DEM) and appropriately couple them. 

This approach is described in this contribution. 

There are countless software programs for both FEM and DEM. Some of them are commercial (usually) 

without possibility to change the code and adjust the behavior to our requirements (combination with 

another software for instance). However, there exist programs with open source code, which the user can 

modify, possibly for coupling with other programs. In the present article, coupling of FEM code OOFEM 

(Patzák and Bittnar, 2001) and DEM code YADE (Šmilauer et al., 2010) is presented. Both programs 

have the core written in C++ (providing efficient execution of time consuming routines), user interface 

written in Python (modern dynamic object oriented scripting language, providing easy to use scripting 

while preserving the C++ efficiency) and extensible object oriented architecture allowing independent 

implementation of new features - new material model or new particle shapes for instance. 

Theoretical aspects of the combination are described in section 2 and the implementation in section 3. 

2. Theory 

2.1. Discrete element method 

In the discrete element method, the particles are represented as a set of perfectly rigid particles. In this 

contribution, the particles have a shape of convex polyhedrons (Eliáš, 2013). The convex polyhedrons are 

defined as an intersection of several half-spaces. Each half-space is defined by oriented plane, see Fig. 1.  
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DEM solves numerically equations of motion, which are according to the perfect rigidity assumption 

idealized as a mass point with 6 degrees of freedom (3 displacements and 3 rotations). Forces and 

moments in equations of motion can be prescribed (gravity for instance) or are computed according to 

constitutive laws from mutual displacements and rotations of individual particles. In the current work, the 

normal force between two particles is directly proportional to the volume of intersection of two particles 

or is zero if there is no intersection. The point of action is placed to the center of mass of intersecting 

polyhedron and its direction is determined as a normal to the plane approximating in the sense of least 

squares "visible" edges of the intersection (edges of the intersection belonging to both intersecting 

particles). Also the shear force is incrementally computed from mutual displacement and rotation of both 

particles. The algorithm is described by Eliáš (2013) in detail and illustrated in Fig. 1. 

Analogical algorithm may be applied to the case, when one of the particles is a planar triangle. For 

interaction evaluation, the triangle is “extruded” to form a wedge, represented as a polyhedron, and the 

algorithm described above is applied. After the contact force acting on the triangular particle is known (its 

direction, magnitude and point of action), it can be approximated with the help of FEM-like linear 

approximation to triangle vertices. This concept is used in the next section. 

 

Fig. 1: 2D illustration: polyhedron as an intersection of half-spaces (left), intersection of two 

polyhedrons (middle) and contact force (right) applied to the centroid of intersection (red)  

and its interpolation to vertices (blue). 

2.2. Combination with finite element method 

The method according to Stránský (2013) for combination of DEM and FEM is used. As was already 

mentioned, each domain of the problem is solved separately. Ballast particles are solved by polyhedral 

DEM, while the sleeper is solved by FEM with linear tetrahedrons. The problem is solved as explicit 

dynamics. 

Firstly, the surface of tetrahedral FEM mesh is extracted, forming a set of triangles. These triangles are 

then copied into DEM solution. In this work they are called “FEM particles”. 

In each time step of the problem, DEM domain is solved at first. In this stage, the FEM particles are not 

allowed to move playing a role of fixed boundary. The results of DEM part of the solution are new 

positions of polyhedral particles and also forces applied to triangular FEM particles. These forces are 

approximated to triangle vertices (corresponding to nodes of FEM mesh) and the resulting vertex force is 

computed as a sum of contribution of all triangles sharing the vertex. 

These vertex forces are then passed to the FEM domain as external load (nodal forces). New time step of 

the FEM domain is solved according to these forces, resulting in new nodal positions. Values of new 

nodal positions are passed back to DEM domain. The position and shape of FEM particles are updated 

according to this information. 

Then a new time step is solved following the same algorithm. 
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Fig. 2: Illustration of DEM and FEM combination. 

3. Implementation 

The implementation of polyhedral particles in YADE software, including contact detection, contact forces 

evaluation etc., is described in Eliáš (2013). The described implementation also involves polyhedron-

triangle interactions, therefore no new implementation is needed. 

Both chosen programs OOFEM and YADE work based on input files (YADE uses Python controlling 

scripts and OOFEM has its own format of text input files). For each domain, the input file is created at 

first, containing information about geometry, discretization, boundary and initial conditions, materials etc. 

OOFEM input file contains information only about finite element mesh, YADE input file only about 

polyhedral particles. 

Both programs use Python scripting language as a user interface. Firstly, from one master controlling 

Python script both FEM and DEM domains are initialized according to prearranged input files. To the 

DEM domain (containing only polyhedrons so far), the FEM particles (extracted as a boundary of FEM 

domain) are copied as triangular particles. 

From the master script it is possible to access and dynamically modify variables in both programs. 

The master script in the beginning: 

 initializes OOFEM, which reads its input file; 

 initializes YADE, which reads its input file; 

 gets information from OOFEM about FEM boundary, passes this information to YADE, which 

creates copies of these triangles. 

The master script then follows algorithm described in section 2.2: 

 YADE computes one time step; 

 DEM contact forces are transferred to nodal forces and are passed to OOFEM; 

 OOFEM computes one time step and the displacements are passed to YADE; 

 YADE updates positions of FEM particles 

 proceeds to the next time step 

The implementation and the source code are intended to be open source with the possibility of free 

download. Also integration into a wider framework, specifically MuPIF (Multi-Physics Integration 

Framework) by Patzák et al. (2013) would be a natural direction of further development. In such case, 

also other programs than OOFEM and YADE might be used in the same context. 
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4. Summary 

A method for combination of FEM and DEM applicable for explicit dynamic problems was presented in 

this contribution. 

The application of the method will be modeling of interaction of railway ballast and sleeper interaction.  

Despite the effort of the author, the implementation, documentation, code publication and examples have 

not been fully completed before this paper deadline. However, they will be presented during the 

conference and on web pages of related projects as soon as they are finished. 

A future work on the topic may address more efficient implementation or using the method on other 

application topics. 

 

Fig. 3: Example of simple simulation. 
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Abstract: This contribution deals with a size effect on J-R curve of three points bend specimens made from 

Eurofer97 steel and with possibilities to predict the specimen behaviour between various specimen sizes. To 

do it, a simplified mechanical model proposed by Schindler is applied to obtained tests results in order to 

predict observed size effect on J-R curve. 

Keywords:  Size effect, Three point bend, Scaling laws, Eurofer97, J-R curve. 

1. Introduction 

The fracture toughness standards specify the size requirements on tested specimens in order to maintain 

a validity of fracture parameters describing the conditions at the crack tip in relation to measured 

toughness values (ISO 12135, 2002). These size requirements are is cases of materials with high 

toughness very demanding concerning the size of tested specimens. Moreover there are certain cases 

where is available only limited amount of test material and only miniature specimens offer possibilities of 

direct fracture toughness estimation. In both cases an interpretation of measured values in relation to valid 

values of fracture parameters or for application to structural components is needed (Dlouhý et al., 2006). 

The studied material Eurofer97 steel was developed for applications in nuclear industry. The specimen 

size effect in these applications is very relevant especially when miniature specimens demonstrate 

significant decreasing of resistance against stable tearing for high toughness alloys (Ono et al., 2006). In 

following, the Schindler’s model (Schindler and Veidt, 1998) is briefly introduced and it is applied to the 

experimentally determined results to predict specimen size effect on J-R curve of the Eurofer97 steel. 

2. Schindler’s Model 

As shown by the Schindler et al. (Schindler and Veidt, 1998; Schindler and Bertschinger, 2002) the 

J-R curve (Fig. 1) can be estimated from the continuous force-displacement diagram of a single, 

uninterrupted, static or dynamic bending test (Fig. 2) by: 

   paCaJ   for maa  , (1) 

where 

 
 

 
p

mp

p

tp

p

WW
aWB

a

p
C


















1

1

0

02 
, (2) 

                                                 
*  Ing. Luděk Stratil: CEITEC IPM, Institute of Physics of Materials, v.v.i., Academy of Sciences of the Czech Republic; 

Zizkova 22; 616 62, Brno; CZ, stratil@ipm.cz 
**  Dr. Ing. Filip Šiška, PhD.: CEITEC IPM, Institute of Physics of Materials, v.v.i., Academy of Sciences of the Czech 

Republic; Zizkova 22; 616 62, Brno; CZ, siska@ipm.cz 
***  Ing. Hynek Hadraba, PhD.: CEITEC IPM, Institute of Physics of Materials, v.v.i., Academy of Sciences of the Czech 

Republic; Zizkova 22; 616 62, Brno; CZ, hadraba@ipm.cz 
****  Prof. Ing. Ivo Dlouhý: CEITEC IPM, Institute of Physics of Materials, v.v.i., Academy of Sciences of the Czech Republic; 

Zizkova 22; 616 62, Brno; CZ, idlouhy@ipm.cz and Institute of Material Science and Engineering, Faculty of Mech. 

Engineering, Brno University of Technology; Technicka 2; 616 69, Brno; CZ, dlouhy@fme.vutbr.cz 

596



 

 3 

 

1

2
1


















t

mp

W

W
p . (3) 

B  and 00 aWb   are the specimen thickness, and ligament length, respectively. ma  is a crack length 

at maximum force ( mF ), Fig. 1. mpW  and tW  are dissipated energy at maximum force and the total 

fracture energy, respectively. These values of energies can be obtained from the load-displacement 

diagram (Fig. 2). mtW  is a remaining part of the total fracture energy consumed for a breaking of 

specimen. Mutual relation between mentioned characteristic energies is given in (4). 

 mtmpt WWW  . (4) 

According to eqs. (1-3) the J-R curve is determined by only two experimental parameters, mpW  and tW , 

which can be determined from the force-displacement diagram. 

The scaling laws for parameters, mpW  and tW , were derived based on the same mechanical models and 

the same assumptions as used for derivation of eqs. (1-3) (Schindler and Veidt, 1998). In the following, 

data corresponding to the sub-size specimens or their dimensions are denoted by a prime, i.e. 
'

mF , 
'

mpW  

or 'B . 

The energy at the maximum force was derived as: 
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The total fracture energy is given by Eq. (4). Scaling laws for the first term is given in Eq. (5). The second 

term was obtained in the form: 
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Fig. 1: Schematic description of J-R curve.                  Fig. 2: Load vs. displacement diagram. 

3. Description of Realized Experiments 

Crack resistance curves were measured to describe specimen size effect in ductile regime of the 

Eurofer97 steel. The specimens were manufactured from the plate of thickness 25 mm (heat nr. 993393) 

with crack orientation in transversal direction of the plate. J-R curve were measured on three sizes of 

pre-cracked three-point-bend specimens (Tab. 1) by multi-specimen technique by test rate 1 mm/min at 

room temperature. The construction of curves was done in accordance with standard ISO 12135 

(ISO 12135, 2002). 
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The input values to the Schindler’s model require description load vs. deflection of specimen loaded up to 

total fracture. However, results of appropriate experiments have not been available yet. In order to verify 

the possibilities of prediction of Schindler’s model the calibrated damage model of ductile fracture 

Gurson-Tvergaard-Needleman (Tvergaard and Needleman, 1984) was used to obtain load vs. deflection 

diagram of selected specimens PKLST and PCC. In previous work this damage model was calibrated for 

studied steel (Stratil et al., 2013) and the J-R curves of tested specimens were successfully simulated 

provided an appropriate element size is chosen (Stratil, 2014). Due to good description of J-R curves, see 

Fig. 3, it is assumed that GTN model provides a reliable simulation of the total fracture of the specimens. 

The outputs from performed three dimensional simulations of the tests of PKLST and PCC specimens 

with the element size from Fig. 3 are in Fig. 4 and the obtained key parameters are in Tab. 1. 

  

Fig. 3: Experimentally measured J-R curves and results of GTN model simulation (left). 

Fig. 4: Load vs. displacement diagram obtained from simulations of PCC and PKLST (right). 

 

Tab. 1: Parameters from simulation of tests by GTN model and specimen characteristics. 

Key parameter PKLST PCC Dimensions PKLST PCC 3PB 20×25 

mpW  [J] 0.508 9.506 B [mm] 3 10 20 

tW    [J] 2.945 26.726 W [mm] 4 10 25 

mF    [kN] 0.502 6.449 0b  [mm] 2 5 11.9 

   S [mm] 24 40 100 

4. Application and Discussion of Schindler’s Model 

The experimental results of J-R curve measurement showed a very strong size effects. Decreasing of 

specimen size leads to decrease both initiation and propagation values of J-integral. In case of pre-cracked 

specimens Schindler recommends using a modified definition of power law exponent p  for suitable 

approximation of real shape of J-R curve (Schindler and Veidt, 1998): 
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A optimised procedure for prediction of J-R curve of specimen of different size is hence following. First, 

the key test parameters of the measured specimen are scaled-up/down to a desirable specimen size and 

then construction of J-R curve of desirable specimen size is carried out using a modified definition of 

power law exponent. Predicted J-R curve both from key test parameters of PKLST and PCC specimens 

are in Fig. 5 and 6. With regard to the simplification of the model, natural scatter of measured data and 
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the use of input data from simulations of GTN model are predicted curves in close agreement with 

experimental data. 

     

Fig. 5: Experimental J-R curves and their prediction by Schindler’s model based on data of PKLST (left). 

Fig. 6: Experimental J-R curves and their prediction by Schindler’s model based on data of PCC (right). 

5. Conclusions 

The performance of Schindler’s model seems to be very promising for prediction of specimen size effect 

on J-R curves or potentially for other fracture characteristics. For suitable application of the model to 

a pre-cracked specimen a modified definition of power law exponent is needed. The results of this study 

were based on the outputs from FE simulations of total specimens’ fracture using calibrated GTN model. 

It is necessarily to verify obtained findings using real experimental data, what will be done in future.  
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Abstract: Semiactive algorithms have great potential in improving car suspension. One of the damper types 

with adjustable characteristics, which seems to be suitable for semi-active car suspension, is the 

magnetorheological damper. Such control algorithms require the ability to switch damping characteristics 

within one stroke. Time response of car MR dampers is in the range of tens of milliseconds. Although the 

time response is often ignored in semiactive algorithm simulations, it can influence the suspension efficiency 

in real systems. The influence of MR damper time response on the modified groundhook algorithm was 

simulated on quarter-car suspension model and verified on an experimental trolley. Results show that 

ignoring time response of MR damper during design of the semiactive suspension can reduce overall 

suspension quality of a real system.  

Keywords: MR damper, Modified groundhook, Response time, Suspension, Semi-active. 

1. Introduction 

The aim of the car suspension is minimization of sprung mass vibrations (comfort function) and ensuring 

as stable grip as possible (safety function). Recently, only passive systems have been used in most of the 

cases. Better suspension quality can be achieved when a fast semi-active suspension system is used. In 

this case, the damper characteristic is changed several times within one stroke.  

Many semiactive control algorithms have been designed in theory. These algorithms can be generally 

divided into two groups. The First group consists of algorithms improving ride comfort. This group 

includes the skyhook algorithm which was originally designed by Karnopp et al. (1974) and further 

optimized by Ahmadian et al. (2005). The Second group consists of algorithms improving wheel grip. 

The most famous algorithm belonging to this group – groundhook was described by Valášek et al. (1998). 

Yao et al. (2002), Koo et al. (2004) and Kim et al. (2007) compared suspension quality with MR dampers 

using semiactive algorithms and showed their considerable potential. Authors, however, ignored time 

response of the MR damper (time needed for reaching 63% of final steady-state value after a step of the 

control signal). 

Maas et al. (2011) designed a MR clutch with very fast time response. The time response (dependent on 

ferrite particles to oil ratio in the MR fluid) was measured in the range of 0.76 – 1.26 ms. Goncalves et al. 

(2006) measured time response of the MR fluid itself. Again, the time response was dependent on ferrite 

particles to oil ratio and was in the range of 0.45 – 0.6 ms. Although authors Koo et al. (2006) and Yang 

et al. (2004) measured time responses of usual MR dampers in the range of tens of milliseconds, time 

response shorter than 1.5 ms can be expected from MR damper if designing methods from fast MR clutch 

construction are used.  

2. Materials and Methods 

The impact of time response on semiactive algorithm efficiency was tested on a quarter car suspension 

model (Fig. 1), where MR damper is used. Its damping characteristics can be changed by the current in 

the coil.  
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Fig. 1: Quarter suspension model used for simulation. 

2.1. Algorithm principle 

For evaluation, an algorithm which improves grip was chosen. The groundhook algorithm however needs, 

as one of the input signals, relative speed of the wheel to the road. This signal is very difficult to obtain in 

real conditions. Therefore, modified groundhook algorithm was designed. This algorithm needs only 

unsprung mass acceleration and relative velocity of sprung and unsprung mass signals. The rule for 

switching the damper to high damping state b2h, respectively low damping state b2l, is according to 

equation (1): 
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2.2. Experiment 

The suspension quality was measured on a Pioneer experimental trolley which was riding over a speed 

bump on a Dynotec road simulator (Fig. 2). Modal parameters of the trolley were tuned to the similar 

characteristics like rear suspension of Škoda Fabia car. Two options were compared – passive setting of 

the MR damper and damper controlled with semiactive algorithm modified groundhook. The control 

range of the MR damper was chosen in order to reach best possible comfort and best possible grip in 

passive mode. It was possible to change the response time in the range of 8.4 – 22 ms. On the trolley, 

there was an unsprung mass acceleration sensor, stroke position sensor (needed for algorithm) and sprung 

mass acceleration sensor (used for suspension quality evaluation). The road simulator was equipped with 

a sensor measuring force of the wheel on the road (used for suspension quality evaluation) and with a hall 

sensor for measuring the speed of the road. 

 

Fig. 2: Experimental trolley on the road simulator. 
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The suspension quality was evaluated with the help of deviation of the sprung mass acceleration – eq. (2) 

(the lower value, the better comfort) and deviation of wheel on the road force – eq. (3) (the lower value, 

the better grip): 
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3. Results  

In Fig.3 the suspension quality in passive mode is compared to suspension quality using semiactive 

algorithm modified groundhook. Solid line shows dependency of grip and comfort on electrical current 

(damping respectively) of the suspension in passive mode. The best comfort was achieved for zero 

current, but the grip was the worst. With growing current (higher damping) the comfort drops, but the 

grip grows. When the current is 1.6 A, the best possible grip is reached and further current grow (higher 

damping) causes decrease of both grip and comfort. 

Dash-dot line shows the result of suspension controlled with modified groundhook algorithm with MR 

damper with usual response time (20 ms), dotted line is for MR damper with 8 ms (shortest possible for 

used MR damper) and dashed line is for MR damper with very short response time (1.5 ms). When the 

suspension is in semiactive mode, MR damper can be switched into two states – with high current Imax 

(large damping) and with low (or without) current Imin (small damping). In the modified groundhook 

mode with MR damper response time 1.5 ms, a current smaller than 1.4 A is not expedient, because in 

comparison with passive mode, both comfort and grip are worse. When the damper is switched between 

states with 0 A and 2.5 A, much higher grip can be achieved in comparison with any setting in passive 

mode. This applies, however, only for suspension with MR damper with short response time. When the 

response time is 20 ms, comfort is slightly improved, but it is impossible to reach higher grip in 

comparison with passive mode even when the largest possible range of the damper is used.  

 

a) 

 

b) 

Fig. 3: Comparison of suspension quality in passive and semi-active mode: 

a) Simulation; b) Experiment. 

In Fig. 3b there are experimental results with suspension in passive and “slow” semiactive mode. 

Measurements show that when the response time of the MR damper was between 19 - 22 ms, comfort 

was slightly improved. When the MR damper response time was reduced to 8.4 - 9.4 ms, no improvement 

compared to passive mode was achieved (in accordance with simulation). It can be assumed that 

suspension quality of a real system can be improved by using modified groundhook algorithm only in 

case when the response time of the damper is < 1.5 ms.  

The explanation is in Fig. 4. When the response time of the damper is 20 ms, the violet line shows the 

force growth, respectively drop, after switching the electrical current on and off.  
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Fig. 4: Time course of generated force of MR damper with 20 ms time response. 

4. Conclusions 

New semiactive algorithm - modified groundhook was designed. This algorithm can in comparison with 

passive suspension improve grip, but it does not need the signal with relative speed between the wheel 

and road like conventional groundhook. Simulations show that if the response time of the MR damper is 

long, the quality of suspension controlled with modified groundhook algorithm can not bring 

improvement to passive mode. The results from simulations were confirmed by measurements with MR 

damper with time response 8 ms and 20 ms. Significant improvement of the grip is expected in case when 

the MR damper with time response < 1.5 ms is used in semiactive suspension. These conclusions are 

however based only on the results from simulations. Experimental verification was not conducted, while a 

MR damper with such short response time is not available. Considering existence of MR devices with 

time < 1.5 ms, possibility of development of MR damper with short response time is high. At the same 

time it is necessary to change significantly the conventional construction of MR dampers.  
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Abstract:  The long-term utilisation of the ceramic bricks in different conditions, particularly in the presence 

of moisture, induces the progressive changes, which over time can initiate a gradual loss of performance. 

This process is related to, inter alia, the collection in the texture of ceramic bricks the salts, derived from the 

external environment, which may crystallize in the pores of the material. Furthermore, they can form 

corrosion products in the reaction with the components of the shard. The presence of both enables the loss of 

performance of the material. Therefore, the studies were undertaken aimed at determining the ability of the 

various salts to accumulate in the shard of an ordinary ceramic bricks. The accumulation was evaluated on 

the basis of the mass change and measurements of the ultrasonic pulse velocity. 

Keywords:  Ceramic brick, Accumulation of salts, Ultrasound. 

1. Introduction 

As a result of capillary of water, a porous texture of the ceramic brick is subjected to full saturation. This 

process often occurs in the walls of old buildings. Along the water, salts dissolved in it penetrate into the 

material (Hall and Hoff, 2009). Many of them, including salts of sulphate and chloride are not neutral to 

the sustainability of the brick body. The presence of salts in the ceramic brick changes its physical and 

mechanical properties. The porous texture promotes accumulation of corrosion products, and the 

crystallized salts with time of operation (Stryszewska and Wodnicka, 2013). Obviously, the intensity and 

speed of this process depends on the type and aggressiveness of the external environment and the output 

characteristics of the ceramic body (phase composition and pore structure). 

The article presents the results of laboratory tests, which concerned the ability of accumulation of 

chloride and sulphate salts in the body of an ordinary brick. This process was monitored by measuring the 

mass change of tested samples and the determination of changes in the ultrasonic pulse velocity in the 

ceramic body, in which the porous texture gradually increases the amount of crystallized salts 

(Runkiewicz and Rodzik, 1990; Lewińska-Romicka, 2001; Hager, 2011). 

2. Tested Materials  

To the study, ceramic samples, cut out of a brick sized 235 x 115 x 70 mm, were selected. The tested 

ceramic material was characterized by the following properties (Kańka & Stryszewska, 2013): 

- compressive strength 69.5 [MPa], 

- actual density 2.68 [g/cm3], 

- bulk density 1.83 [g/cm3], 

- total porosity 31.6 [%], 

- open porosity 26.2 [%], 

- closed porosity 5.4 [%], 

- mass absorption 14.3 [%]. 
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The mass variation and measurements of ultrasonic pulse velocity in the material were performed on 

cylindrical samples with a diameter of 75 mm and a height of 70 mm (thickness of the brick). 

3. Research Methods 

From a batch of manufactured products, undamaged bricks were chosen, from which adequate, 

cylindrical samples were cutout. After drying to a constant mass, the prepared samples were exposed to 

corrosion in solutions: 

 magnesium sulphate, wherein the concentration of SO4
2- ions was 50 g/dm3, 

 sodium chloride, a concentration of Cl- was 50 g/dm3, 

 magnesium sulphate and sodium chloride, wherein the concentration of SO4
2- ions was 25 g/dm3 

and Cl- ions concentration reached 25 g/dm3. 

The corrosive exposure was carried out periodically. For two days, the tested pieces were immersed in 

corrosive solutions to ½ of the amount of the sample. At this time, as a result of the capillary action, the 

samples underwent saturation throughout their whole height. Then, the samples saturated with the 

corrosive solutions, were dried for two consecutive days at a temperature of 115°C. The article presents 

the results of a study involving 36 cycles of corrosive exposure performed on 5 samples in each 

environment. 

As diagnostic features for determining the ability of accumulation of particular salts and corrosion 

products, formed in the ceramic body. The mass of corroded elements and the change of ultrasonic pulse 

velocity, measured a height of the cylinder, were tested. This method is based on the physical relationship 

between propagation of ultrasonic pulse velocity in the material and this material properties. In this case, 

the relationship between the ultrasonic pulse velocity and the density of material, that is a ceramic body. 

Tests were performed with a defectoscope Pundit Plus equipped with cylindrical probes with a frequency 

of 54 kHz. During the measurement, the probes (emitter and receiver) were placed opposite each other. 

To ensure the proper transmission of ultrasonic waves between the heads and the audited samples a 

coupling agent in was used. 

The aim of the study was to determine the characteristic of changes in ultrasonic pulse velocity through 

the ceramic material, as a result of successive variations in the texture, during the cyclic exposure to 

corrosion. The particles of the medium begin to vibrate and transmit the part of their energy to the 

neighboring ones. Transferring of this energy is the essence of elastic wave motion and the speed of the 

transfer is the essence of the measurement. The potential impact of the geometry of the tested piece on the 

speed of propagation of the wave was eliminated by testing samples of the same shape. 

4. Results and Analysis 

Measurements of the mass and velocity of propagation of the ultrasonic pulse were performed after each 

full cycle that is after two days of saturation and two days of drying at 115 °C. The obtained results are 

the average values of 5 samples and they are shown in Figs. 1-3. 

 

Fig. 1: Changes in mass and ultrasonic pulse velocity of body of the ceramic brick exposed  

to the of MgSO4 environment. 
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Fig. 2: Changes in mass and ultrasonic pulse velocity of body of the ceramic brick exposed  

to the of NaCl environment. 

 

Fig. 3: Changes in mass and ultrasonic pulse velocity of body of the ceramic brick exposed  

to the of MgSO4 + NaCl environment. 

In the initial period of corrosive exposure in all environments, obtained results reflect directly the weight 

of the salt, which crystallized in the material. However, in the long term, mass result was the outcome of 

two processes, the weight increase associated with the salts crystallization and the loss, as a effect of 

destruction of the tested piece. The corossive exposure has caused exfoliation, delamination of materials 

and formation of cracks. 

In contrast, ultrasonic pulse velocity has proved the caulking process of the ceramic body, with increasing 

number of cycles, regardless of the corrosive environment. Despite of the weight decrease of the tested 

pieces, as a result of flaking or crumbling of the material, the body was undergoing of continuous sealing 

which was reflected in the recorded increase in ultrasonic pulse velocity. After obtaining the maximum of 

wave flow velocity, sharp decline was noticed, associated with waves attenuation on the verge of 

continous medium that was caulked by salts crystallized of the ceramic body, and medium devoided of 

discontinuity i.e. air-filled crack. 

In the environment of magnesium sulphate, the mass measuring change of the samples and measuring of 

wave velocity, in the initial period of the exposure, i.e. up to the 10th cycle, points to the sealing of the 

brick body. The continued exposure was connected with a decrease in mass while an increase in the 

ultrasonic pulse velocity was still observed. The mass loss was due to mechanism of intensive 

degradation of the upper and outer layers of the tested pieces. On the other hand, the core of samples has 

been undergone a constant caulking. The maximal increase of the velocity was recorded after 28 cycles 

and reached 25%. 

Characteristics of changes in mass and the velocity of the wave flow for samples exposed in a solution 

containing only the chloride ions indicates the intensive weight gain during the initial study period, i.e .up 

to the 10th of cycle. Maximum weight gain of samples reached 12%. The further process of exposure 

caused a rapid destruction of the material being tested. The characteristic of changes in the mass of 

samples after the 11th cycle, illustrates the intense process of crushing and flaking of the material, 

accompanied by a process of accumulation of sodium chloride. In the next cycles of corrosion, the 

appearance of cracks and subsequent growth of those that had appeared previously, were observed. In this 

environment, the best results correlation of mass changes and changes in the wave velocity, was detected 
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around the 17th cycle. The sudden increases of weight and velocity changes during this period of the 

exposure resulted from the intense process of peeling of the surface layers and the formation of small 

cracks in the deeper layers of the material. This resulted in a loss of continuity of the material at an early 

stage of the exposure. The maximum pulse velocity reached 20%, and was already registered after the 

27th cycle. The further exposure was accompanied by the formation of distinct cleavage planes, the 

presence of which resulted in a sharp decline in ultrasonic wave velocity and the destruction of corroded 

elements. 

In the environment containing both the chloride and sulphate ions, tested samples of the material in the 

entire study period were characterized by mass increase. Maximum mass gain reached nearly 20%. The 

measuring of the wave velocity was carried out simultaneuosly and it indicated that the sample of 

material corroded in this environment underwent the greatest caulking. Maximal increase of the pulse 

velocity was recorded after 30 cycles and reached the level of 40%. After this time, there was a decrease 

associated with the appearance of cracks in the material. In the final step of the exposure, the cracks 

appeared accompanied by decrease in the wave velocity. However, the material did not crumbleand peel. 

Thus, both the mass gain and changes in velocity reflected the ability of salts accumulation in the material 

texture. 

5. Conclusions 

On the basis of the study it was concluded that: 

1.  The ability to accumulate the salt in the body, as measured by mass change and the change of an 

ultrasonic pulse velocity, is clearly dependent on the type of salt. 

2.  No clear correlation between the results of mass measurement and measure of ultrasonic pulse 

velocity propagation, in relation to the number of cycles, after which maximum changes of the 

measured values was noted, is associated with a different mechanism of destruction of the corroded 

materials. In the case of destruction, which begins at the surface and progresses into the material, 

initially mass loss is primarly observed. In contrast, no effect on the change in the ultrasonic pulse 

velocity is noticed. Opposite to the issue, when the destruction depends on the formation of cracks in 

the entire volume of the material. This results in a decrease in both the mass and wave velocity of a 

comparable number of cycles of corrosion. 

3.  Characteristics of ultrasonic pulse velocity through the ceramic body with the passage of the number 

of cycles can be a basis for the assessment of changes occurring in the material under the influence 

of the external environment containing the sulphate and chloride ions. 

4.  Measurements of the ultrasonic pulse velocity is a non-destructive testing, therefore, to know the 

relationship between the speed of the wave passing through a ceramic brick and its texture can be a 

valuable source of information on the physical and chemical processes occurring in the material. 

This is of particular importance for the assessment of the technical condition of historic buildings. 
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Abstract: The paper presents hybrid method for determine fatigue S-N curve in limited life region. To invent 

this method, gamma distribution of slope coefficient fatigue characteristics has been estimated. From this 

distribution was proposed value of slope S-N curve as mode of distribution m slope for smooth and notched 

specimen. To verify this approach, fatigue test of smooth and notched specimen of 42CrMo4 and C45+C 

steel has been carried out. Qualitative verification has occurred that proposed method get better results for 

notched specimen and worse for smooth specimen. 

Keywords: High-cycle fatigue, Fatigue design, Accelerated methods, Hybrid methods, S-N curve. 

1. Introduction 

To dimensioning the new element of machine, constructor must have fatigue characteristic of material 

which will be used. To obtain such diagram, it should be carry out fatigue tests e.g. by standard 

PN H 04325:1976. These tests are expensive, long and conservative. From these reasons, analytical 

methods has been invented. These methods can be found e.g. in publications by Neimitz A. et al. (2008), 

Lee Yung-Li et al. (2005) and Strzelecki and Sempruch (2011). 

In papers Strzelecki and Sempruch (2012) and Strzelecki and Sempruch (2014) have been made 

verification of analytical methods. In these papers have been proved that analytical methods can provide 

to big mistake. For this reason, hybrid (analytical-experimental) method will be presented. 

 

2. Description of Hybrid Method 

Hybrid method is based on determine fatigue curve by analytical method e.g. FITNET method. First, it 

must be determine characteristic by analytical method. Then it is calculate value of stress amplitude (σe) 

                                                 
*  M.Sc. Ing. Przemysław Strzelecki, PhD. Student: Institute of Mechanical Engineering, University of Technology and Life 

Sciences, 85-789 Bydgoszcz, Poland; p.strzelecki@utp.edu.pl  
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Diagram according to hybrid method  

Diagram according to analytical method 

mw 

1 

S
tr

es
s 

am
p
li

tu
d
e,

 S
 (

lo
g

) 

N0 

σAK 

Se 

105 Ne 

σe 

Number of cycles, N (log) 

Fig. 1: Hybrid (analytical-experimental) aproach to determine line of S-N curve  

for limited fatigue life. 
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for 105 cycles according determined characteristic. Next step is carrying out fatigue test for load equal σe 

for three specimen. After that, it is calculated mean value of got results – Ne. Now, through point with 

coordinate (Ne, σe) it is drawing line with slope mw. On Fig. 1, the above schematic procedure was 

presented. Coefficient mw is equal 10.9 for smooth specimen and 5.3 for notched specimen (structural 

element). These value for mw has been obtained from gamma distribution estimated from coefficient ma 

for fatigue characteristic for normal stress for smooth (91 characteristics) and notched (41 characteristics) 

specimen - Fig. 2. Data has taken from literature. On Fig. 2 by green point has been marked mode which 

equal 10.9 for smooth specimen and 5.3 for notched specimen. 

 

3. Methodology of the Experiment 

To verify above method, fatigue tests of material 42CrMo4 and C45+C, were carried out. In papers 

Strzelecki and Sempruch (2012) and Strzelecki and Sempruch (2014) was presented the geometry of 

smooth and notched specimen. Machine for rotating bending was being used. In paper Strzelecki and 

Sempruch (2012) has been made and presented verification of this device. 

  

Fig. 3: S-N curve for 42CrMo4 steel for smooth specimen and characteristic according:  

a) FITNET method; b) Lee & Taylor method. Black line – curve estimated from experiment, blue 

line – according analytical method, red dot and dash line – according hybrid method, red line – 

through points Ne,σe and σAK/Se,N0, black dashed line – scatter band for confidence level 5%, 

points – results from experiment. 

 

a) b) 

Fig. 2: Distribution of coefficient ma for contruction steel materials for:  

a) Unnotched specimen; b) Notched specimen. 

a) 
b) 
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4. Results of Experiment and Determined Characteristics 

Results of fatigue test are present on Fig. 3 to Fig. 6. Characteristics determine by analytical and hybrid 

method has been marked on Fig. 3 to Fig. 6. FITNET method and Lee and Taylor method has been taken 

to make comparison of analytical and hybrid approach. 

 

It must be explain that red line has been drawn through point (Ne, σe) and (σAK/Se, N0). This approach is 

present to show influence of determine fatigue limit and knee point on error of getting characteristic. This 

error will always occur went fatigue properties are determining on monotonic properties of material – 

ultimate strength in this case. For example, N0 has different proposition for value presented by Sonsino 

(2007) and Ligaj and Szala (2013). 

 

Fig. 5: S-N curve for 42CrMo4 steel for notched specimen Kt = 1.99 and characteristic according: 

a) FITNET method; b) Lee & Taylor method. Black line – curve estimated from experiment, blue 

line – according analytical method, red dot and dash line – according hybrid method, red line – 

through points Ne,σe and σAK/Se,N0, black dashed line – scatter band for confidence level 5%,  

points – results from experiment. 

 

 

a) b) 

Fig. 4: S-N curve for C45+C steel for smooth specimen and characteristic according: 

a) FITNET method; b) Lee & Taylor method. Black line – curve estimated from experiment, blue 

line – according analytical method, red dot and dash line – according hybrid method, red line – 

through points Ne,σe and σAK/Se,N0, black dashed line – scatter band for confidence level 5%, 

points – results from experiment. 

 

 

a) b) 
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5. Summary 

Proposed hybrid method has been obtained better results than analytical method. On Fig. 3 to Fig. 6 was 

presented hybrid method with fixed slope coefficient and hybrid method for determining by two points. It 

is visible, that better fitting to curve estimated from experiment have hybrid method with constant 

coefficient. Only for smooth specimen and using FITNET method is converse. 
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Fig. 6: S-N curve for C45+C steel for notched specimen Kt = 1.99 and characteristic according: 

a) FITNET method; b) Lee & Taylor method. Black line – curve estimated from experiment, blue 

line – according analytical method, red dot and dash line – according hybrid method, red line – 

through points Ne,σe and σAK/Se,N0, black dashed line – scatter band for confidence level 5%,  
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Abstract: The areal textile with outstanding structure is approximated by the areal continuum with the same 

mechanical properties. This allows to use the equations of the continuum mechanics and to define the basic 

mechanical properties of the textile. Till this time no suitable experimental method for continuous 

measurement of textile fabric thinning during straining exists. This is the reason, why the mechanical 

properties of the textiles are expressed through the force per unit length in N/m. The main aim of the 

presented paper is to theoretically define the areal textile thinning during its straining through the continuum 

mechanics.  

Keywords: Mechanics of continuum, Conjugate pairs, Specific forces, Cauchy conjugate pair, 

Thinning of areal textile. 

1. Mechanics of the areal textiles 

The identification of the mechanical properties of the areal textiles under the uniaxial and biaxial straining 

is physical problem, which leads to a task with seven unknowns. The textile fabric is very specific 

formation; therefore it is necessary to describe its mechanical properties (in contrast to solids) for 

particular state of stress and strain.  

 

Fig. 1: The geometry of original and deformed sample. 

The dependence between Euler’s and Lagrange’s point coordinates (according to Striz (2001) (Part I)) 

can be evaluated by measuring the movements of observed points of areal fabric, Fig. 1: 
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where p is point number, the circle denotes the Lagrange coordinate. The work by Striz and Vysanska 

(2011) describes the deformation process of the material using deformation gradient F and the jacobian J. 

Tensor F is expressed as 
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and jacobian J 

      .111 2112221133 vvvvvJ   (3) 

The parameters ij are the differential movements of the vertices of areal fabric on Fig. 1. Let’s define 

tensor of extension U and tensor of rotation R using of the material deformational gradient F.  
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Tensor of extension U can be determined, for example, by so called method of the projectors according to 

Striz (2001) (Part I). Till this time, the unpublished method for determination of tensors U and R is 

presented below.  The tensors U, R have following structure 
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The individual components can be expressed as 
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It is easy to find, that equation (2) is satisfied. 

The definition of the unit-less quantity v33 is based on the Cauchy’s relative force : 
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and corresponding deformation ij(m), which is work-conjugate to . The components of the tensor  are 

determined from the static balance equations of forces Q1(x), Q2(x) in the fabric axes 11 and 22 according 

to Striz (2001) (Part II). 

The deformation tensor ij(m) is defined using the tensor of extension U and meanwhile unknown 

parameter “m”: 
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The exponent “m” characterizes the conjugate pair. The presented work is looking for the particular value 

of “m” for the textile fabric.  The conjugate pair has to fulfill condition of equality of mechanical work 

(energy), obtained from known conjugate pairs with parameters of: 2, 1, 0, -1, -2. 
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where 
 

,
max1

1

Q

xQ
x   and Q1 is outer force along axis 1. 

To determine the quantity D it is necessary to use two conjugate pairs at minimum. The method presented 

in Striz and Vysanska (2011) defines the relative forces and deformations in equation (11). Parameter “m” 

in Cauchy conjugate pair is assessed from equation (11). Then the conjugate pair is set for given fabric. 

2. Evaluation of the Fabric Thinning 

The method described in Striz and Vysanska, (2011) together with parameter “m” from equation (11) can 

be used to express the values of six mechanical modules ijE . One can express the invariant shear modulus 

using ijE modules according to 
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Further we have determined i and i, which are also invariant: 
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In linear mechanics this relation is valid: 
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where G is shear modulus. We determine similar equation for non-linear mechanics: 
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After substitution of the equations (14), (13) in (12) and adjustment we get 
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We define unknown 33 from equation (11) and on the basis of the equations (4) and (9) we can express it 

like 
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Unit-less quantity v33 can be expressed in the following form  
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  ,1 330 vhh   (17) 

where h0 is initial measured thickness of the areal fabric and h is running thickness of fabric and together 

with the quantity v33 is dependent on established coordinate x in a relation (11). Then the problem of 

fabric thinning is solved.  

The components of conjugate pairs sij and ij are stated from equations in Striz and Vysanska (2011): 
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where SB is Biott tensor of  variable forces (n = 1). By solving the problem for various exponents (n = 2, 

1, 0, -1, -2, m) one can determine the thickness of the fabric h(x, n) from the equations mentioned above. 

For different areal textiles and different conjugate pairs we get unsuitable values of h (e.g. h > h0). If we 

substitute exponent n = m in equations (18), we can gain for value sij the quantity , and so verify 

calculated value of „m“.  

3. Conclusions 

Till this time no experimental method for running measurement of textile thinning during fabric loading 

exists. The present work allows validating calculated values of (m, h) and excluding unsuitable conjugate 

pairs, when such method will be available.  
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Abstract: The first part of this paper deals with consequences and treatment of trapeziometacarpal joint 

disease called rhizarthrosis. Rhizarthrosis consists of some different phases. Initial phase can be 

asymptomatic, but in next phases bad mobility and unpleasant pain can occur. There are many ways how to 

reduce the pain and improve the mobility caused by rhizarthrosis. However, in serious cases the problem can 

be solved completely only by the total joint replacement. There have been many surgeries carried out since 

2008 in the Czech Republic. Development of such total joint replacement is still current thanks to its 

optimization. There are some advantages resulting from the development, e.g. longer lifespan of the implant, 

better biocompatibility etc. Therefore the second part of the paper aims at stress and deformation analysis of 

simplified model of the joint replacement. An equivalent stress and a contact pressure are investigated. 

Keywords:  Rhizarthrosis, Trapeziometacarpal joint, Total joint replacement, Stress and deformation 

analysis, Finite element method. 

1. Introduction 

Many people suffer from painful diseases of joints. However, similar diseases affect not only people of an 

old age and it is necessary to eliminate the problems. Fortunately, a specific scientific branch called 

biomechanics has been developed for last decades. Biomechanics gathers important knowledge of an 

engineering mechanics and a medicine applying them on a development of various types of replacements. 

Treatment of joint diseases includes a lot of methods, but the most efficient are partial and total joint 

replacements. The similar situation is in the hip joint (Fuis et al., 2001, 2002, 2004, 2009, 2009a, 2011 

and 2011a). 

2. Rhizarthrosis  

Rhizarthrosis is a kind of an arthrosis, i.e. painful degenerative joint disease, namely disease of 

trapeziometacarpal joint connecting thumb bones with wrist bones. Rhizarthrosis is one of the most 

frequent arthrosis of hand. Compared to men, there are 80-90% of women over age of 50 suffering from it 

(Trtik, 2011). Occasionally, it is a result of partial luxation – subluxation. Rarely, a fracture in the joint 

surrounding can be the reason of disease. 

2.1. Consequences of rhizarthrosis 

Many studies discovered rhizarthrosis occurs related to disability of neighboring joints. The characteristic 

feature is a presence of bony projections – osteophytes. Increasing of the osteophytes causes reduction of 

a joint space, damage of an intermetacarpal ligament and following evolution of a subluxation. Growth of 

osteophytes can bring a lot of other unpleasant problems. 

The first phase of rhizarthrosis is asymptomatic. As time goes by, particularly hard work and movement 

result in a pain located in the first metacarpus basis. Swellings, immobility and low strength of the thumb 

are typical symptoms of an advanced stage. For the correct identification of the location of pain origin, 

medical examination by touching (palpating) an area of the hand have to be done necessarily. Commonly, 
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mobility of the thumb in accordance with a flexion, extension, abduction and adduction is medically 

examined. Generally, evaluation of thumb opposition according to Kapandji is carried out. This simple 

evaluation consists in pressing the thumb against other fingers. There are many classifications of 

determination of the joint disability level, e.g. according to Dell, Eaton-Littler, etc. Let’s introduce 

classification according to Dell: 

 1
st
 stage - The joint space is smaller and smaller, but there 

haven’t been any osteophytes and subluxation yet. 

 2
nd

 stage - The first osteophytes and slight subluxation can be 

noticed. 

 3
rd

 stage - The osteophytes are big and subluxation is 

extensive. The thumb is irreversibly deflected from initial 

position. 

 4
th

 stage -  The joint line fades away, pain is manifested 

moderately. On the other hand, mobility of the thumb is 

nearly impossible.  

 

 

2.2. Treatment of rhizarthrosis 

There are many ways how to reduce or entirely eliminate symptoms of rhizarthrosis. Basically, 

conservative and surgical medical treatments of the disease are distinguished. Conservative treatment is 

carried out in case of less serious problems when doctors strive for reduction of a pain manifestation. 

Usually, pain stage has persisted for 2-3 years, sometimes longer. Conservative treatment requires use of 

orthoses and medicaments, for instance analgesics (non-steroidal anti-inflammatory drugs etc.). 

2.2.1. Trapeziectomy and arthrodesis 

Surgical solution includes three different ways of treatment, namely trapeziectomy, arthrodesis and 

trapezium prosthesis. Trapeziectomy is a surgery to remove the trapezium bone. Arthrodesis is the 

artificial induction of joint ossification between two bones. The joints are immobilized at the level of 

fusion. This surgery is done to relieve pain at the expense of mobility. The plaster fixation has been 

required for three months at most. Among others, there is a problem of loss of the thumb dexterity. 

2.2.2. Partial and total trapezium replacements 

If there is the only partial arthrosis of the joint, the partial prosthesis of the first metacarpus basis suffices. 

In the present these replacements are made of pyrolytic carbon. Well-known types are Asword-Blatt and 

Kessler. The total trapezium replacement replaces all the trapezium bone, but the metacarpus bone 

remains. The most famous is Swanson’s silastic implant. 

2.2.3. Total trapeziometacarpal replacements 

On the development of replacements Jacques Duparc and Jean-Yves de La Caffinière have participated 

since 1970s. The goal was an anatomic adaptation, acceptable mobility, sufficient stability and high 

service life. Whereas the first generation was disappointing, the contemporary second generation is much 

more successful. Some names of the second generation models are Elektra, Roseland, Arpe, Carat, Maїa, 

Rubis2, Ivory etc. Improvement of the replacements was caused by the progress of mechanical 

engineering and medicine. In the technical sphere, anchoring into a bone and surface finishing of matter 

was improved. In the medical science the process of surgery became better. 

In the Czech Republic are frequently used these types of total joint replacements – Maїa and Rubis2. 

Individual types differ in a use of material and center of rotation mainly. The metal stem of Maїa type is 

pressed in the polyethylene cup and the center of thumb rotation is in trapezium. On the other hand, both 

the stem and the cup of Rubis2 type are metal and the center of rotation is in the first metacarpus basis. 

There are advantages of the second generation replacements like preserving anatomy and mainly 

invariability of the physiological center of rotation. In contrast, disadvantages are luxation (6-8% of 

patients) and release of a connection between prosthesis and bone (10% of patients). 

Fig. 1: Advanced stage  

of rhizarthrosis. 

617



 

 4 

 

                

 

 

 

 

 

 

                Fig. 2: Total replacement Maїa.                                        Fig. 3: Total replacement Rubis2. 

3. Stress and Deformation Analysis 

Thanks to need of development of partial and total joint replacements, experimental and computational 

modelings are done. For this particular prosthesis, stress and deformational analysis was carried out by 

numerical computational modeling by finite element method software (ANSYS). 

The simplified model of 

geometry corresponding 

approximately with real used 

implants was made. Diameters of 

contact surfaces of the cup and 

the stem are 7 and 7.05 mm. For 

both parts of model the only 

material was chosen, namely 

frequently used Cr-Co-Mo alloy 

with Young’s modulus 208 GPa 

and Poisson’s ratio 0.3. Axial 

symmetry loading by pressing 

the stem to the cup by force of 

maximum magnitude of 1200 N 

was preferred. 

 

 

 

 

 

 

 

Fig. 5: Dependence between maximal Tresca equivalent stress and Young’s modulus. 

Contact between the stem and the cup was defined with frictional coefficient 0.3. Just because of the 

frictional contact, analysis is nonlinear and therefore much more complicated. Discretization of the model 
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Fig. 4: Simplified model of geometry of joint replacement. 
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was created with use of axial symmetry. Whereas in the contact area very small elements were created, 

farther, the elements remained bigger in order to efficient calculation. It is very important to know that 

quality of mesh determines exactness of results. For comparison, three dimensional and two dimensional 

axial symmetrical analyses were performed. A use of an axial symmetrical analysis is limited but very 

useful if possible. Although the results of two and three dimensional models are different, trend situation 

is evident. 

Whereas an influence of frictional coefficient (not mentioned here) is relatively negligible, in contrast, 

Young’s modulus influences studied quantities substantially. It is evident that increasing Young’s 

modulus causes increasing of maximal Tresca equivalent stress as well as maximal contact pressure. In 

conformity with contact pressure, contact area decreases (Svojanovský, 2013). 

4. Conclusions 

The overview of treatment of rhizarthrosis tries to highlight an importance of biomechanics. Development 

of biomechanics is caused thanks to very significant progress of medicine and engineering mechanics in 

last decades. In the engineering mechanics finite element method is one of the most important 

computational methods. Nevertheless, it is suitable to combine this method with experiments and 

essential knowledge of an engineer to achieve credible results. 

 

Fig. 6: Dependence between maximal contact pressure and Young’s modulus. 
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Abstract: The present contribution is devoted to modeling of degradation processes in historical mortars 

exposed to moisture impact during freezing. Internal damage caused by ice crystallization in pores is one of 

the most important factors limiting the service life of historical structures. Coupling the transport processes 

with the mechanical part will allow us to address the impact of moisture on the durability, strength and 

stiffness of mortars. This should be accomplished with the help of a complex thermo-hygro-mechanical model 

representing one of the prime objectives of this work. The proposed formulation is based on the extension of 

the classical poroelasticity models with the damage mechanics. The whole concept is demonstrated on a two-

dimensional moisture transport in the environment with temperature below freezing point. 

Keywords:  Coupled heat and moisture transport, Ice crystallization process, Damage, Historical 

mortar.  

1. Introduction 

In the literature, the above described problem is addressed from several perspectives. The first group of 

publications is focused on the description of the coupled heat and moisture transport reflecting the 

moisture migration under the conditions of the ice crystal formation in the pores, 2-D and 3-D aspects and 

different moisture/heat sources, such as wind driven rain, solar short and long wave radiation etc., see 

(Kong and Wang, 2011; Künzel and Kiessl, 1996; Tan et al., 2011). While models for transport processes 

have been developed during several decades, the theory of ice crystallization in the pores has emerged 

only recently, (Scherer, 1993; Scherer 1999; Sun and Scherer, 2010). The authors established relations 

between physical state of porous system and pore pressures. The physical conditions of ice formation 

process are described by thermodynamic balance equation between ice, liquid water and solid matrix. 

Finally, the mechanical response of porous media subjected to the frost action was studied by several 

authors (Coussy and Monteiro, 2008; Wardeh and Perrin, 2008; Zuber and Marchand, 2000). On the one 

hand, the poroelasticity formulation based on Biot's continuum model was adopted. It is an efficient 

method for elastic modeling of porous system, which is subjected to the pressure of the fluid. On the other 

hand, a novel micromechanics approach was introduced to analyze the creation of micro-cracks in the 

microstructure during freezing process (Liu et al., 2011). These results predict effective mechanical and 

transport properties at microscopic level and can be utilized as an input for multi-scale analysis of porous 

media. 

Our goal is to quantify the internal damage caused by the ice crystallization pressure in historical mortars. 

In particular, a critical point in a restoration works is frequent applications of lime mortars for preserving 

compatibility with the historical materials. However, lime mortars are very porous, their mechanical 

strength and durability are mostly very low, thus the development of a lime mortar with improved internal 

hydrophobicity and associated improved resistance against damage due to the effects of ice crystallization 

is inevitable. To address this issue with respect to its complexity, an analysis combining both 

experimental work and numerical simulations has to be done. Nevertheless, the numerical methodology 

developed within this work can be utilized to simulate the response of any porous material subjected to 

the frost action. 
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2. Material Model 

It is impossible to introduce all theoretical derivations due to limited space. Therefore, we briefly describe 

the concept of proposed material model and focus primarily on the numerical example. The detailed 

description can be found in (Sýkora, 2014). 

The problem of porous system subjected to ice crystallization can be divided into three physical 

phenomena - heat and moisture transport, ice formation process and evolution of damage caused by pore 

pressure. Using the thermodynamics, poromechanics and damage mechanics, we propose here the 

concept of multi-phase constitutive model based on the assumption of the uncoupled system in the sense 

of numerical analysis. These models are characterized by combining different physical or mechanical 

models (in space and time) in order to accurately describe structural response of deteriorating 

infrastructure over time. The general framework of the proposed model was primarily inspired by the 

work published (Coussy and Monteiro, 2008; Künzel and Kiessl, 1996; Sýkora et al., 2013; Wardeh and 

Perrin, 2008; Zuber and Marchand, 2000) 

In the presented work, the porous material is treated as multi-phase medium consisting of solid matrix, 

liquid water, water vapor and ice. The mathematical formulation consists of three governing equations 

representing the conservations of energy, mass and linear momentum. The chosen primary unknowns are 

temperature   [C] moisture   [-] and displacement of solid matrix   [m]. 

3. Numerical Example 

This section supports through numerical study the proposed methodology. In doing so we consider 

geometry together with the initial and loading conditions displayed in Fig. 1. Two-dimensional L-shape 

domain was discretized by an FE mesh into 741 nodes and 1358 triangular elements. The solution of the 

time-dependent problem also involves a discretization of the time domain into 744 uniform time steps 

chosen with regard to the convergence criteria of nonlinear solution. The initial conditions were set equal 

to       [m],        [C] and         [-] in the whole domain. The following Robin boundary 

conditions were imposed: on the interior side      a constant temperature of 24 [C] and a constant 

relative humidity 0.6 [-] were maintained, while on the exterior side      the real climatic data 

representing the winter conditions were prescribed, see (Sýkora, 2014). Moreover, the exterior side of the 

domain      was loaded by the heat flux from solar short-wave radiation and the driving-rain flux. 

 

 

Fig. 1: Heterogeneous structure with boundary conditions ( is the temperature [C],  

q is the heat flux [Wm
-2

] and l is the length [m]). 
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The results are presented in Fig. 2 showing variation of the temperature and moisture at selected nodes 

labeled in Fig. 1. The obtained results clearly manifesting the influence of exterior boundary conditions 

on the temperature and moisture fields, especially near the exterior surface of the two-dimensional 

domain. 

 

Several interesting results have been derived within the scope of the calculation of internal damage.  

Fig. 3a, b display the evolution of damage parameter and its dependence on the average pore pressure. 

Beside the comparison of the evolution of damage parameter in the time, we also compare growth of 

damage parameter in the domain, see Fig. 4. Analysis of these results allows better understanding of 

physical phenomena in porous media subjected to the frost action. A fast moisture increase in the zone 

close to the exterior surface (Fig. 2b) leads also to the similar trend of the damage parameter, see Fig. 3a. 

This can be attributed to the lower exterior temperature and higher moisture content in the surface layer 

caused by the driving-rain flux. The calculated results promote the capability of proposed governing 

equations to simulate a degradation processes in the building materials exposed to real weather 

conditions. 

a)                                                                      b) 

Fig. 2: a) Resulting temperature at selected nodes; b) Resulting moisture at selected nodes. 

       a)                                                                                b) 

Fig. 3: a) Evolution of damage parameter dw,1 [−] and pore pressure pp,1 [Pa] at node 1;  

b) Evolution of damage parameters dw [−] at selected nodes. 
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Fig. 3: Evolution of damage parameter dw [−] after t = 372 [h], (b) evolution of damage parameter dw [−] 

at the end of analyzed time period (t = 744 [h]). 

4. Conclusions  

This paper presents the numerical modeling of damage caused by ice crystallization process in historical 

mortars. Attention is focused on the thermo-hydro-mechanical model developed here in the framework of 

uncoupled algorithmic scheme. In particular, we employed coupled heat and moisture model, which is 

sufficiently robust to describe real-world materials, but which is also highly nonlinear, time-dependent 

material model. Supported by several successful applications in civil engineering we adopted Biot's 

model and the nonlocal isotropic damage model in the framework to simulate the frost action on porous 

media. 
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Abstract: Specification of the target reliability levels is a key issue of the assessment of existing bridges in 

emergency and crisis situations. ISO 2394 indicates procedures for specification of the target reliability by 

the total cost optimisation in conjunction with human safety criteria. Since the latter criteria often dominate 

the target reliability for existing structures, their application is discussed in detail focusing on conditions 

specific to emergency and crisis situations. For a reference period of one week the target reliability indices 

range mostly from 3.1 to 3.6, thus significantly lower than those applied in the design of new structures. 

Keywords: Target Reliability, Human Safety, Existing Bridges, Emergency Situations. 

1. Introduction 

The target reliability levels in national and international documents for new and existing structures are 

inconsistent in terms of the recommended values and the criteria according to which appropriate values 

are to be selected. Almost no recommendations are available for temporary structures (Holicky, 2013) 

and for structures under temporary conditions including emergency and crisis situations. 

In this study a general procedure for the assessment of target reliabilities of structures during emergency 

or crisis situations is developed. An emergency or crisis situation is assumed to last only few days or 

weeks. Target reliabilities discussed in the study are to be applied in the assessment of existing bridges in 

ultimate limit states when immediate decisions on permissions for crossing of heavy freights due to 

military and civilian traffic are needed and a bridge resistance cannot be readily increased. 

Specification of the target reliability levels is required for the probabilistic assessment of existing bridges 

as well as modifications of partial factors used in a deterministic assessment. The reliability assessment in 

emergency or crisis situations is generally associated with a short duration and it should be considered 

that it may be difficult or even impossible to strengthen a bride during such a limited period. 

The target reliability levels recommended in EN 1990:2002 for the basis of structural design are primarily 

intended for new structures; different reliability classes are associated with different consequences of 

failure. More detailed classification is given in ISO 2394:1998 for the general principles on structural 

reliability where relative costs of safety measures are also taken into account. ISO 13822:2010 for the 

assessment of existing structures indicates four target reliability levels for different consequences of 

failure. For instance moderate consequences are associated with the target reliability index (see EN 1990) 

β = 3.8, high consequences with β = 4.3. These values are related to “a minimum standard period for 

safety (e.g. 50 years)”. In addition ISO 13822 indicates a possibility to specify the target reliability levels 

for existing structures by optimisation of the total cost in conjunction with the criteria for safety of 

people. Sykora and Holicky (2012) recognised that upgrades of existing structures are expensive and 

economic criteria yield lower optimum reliabilities than those required for human safety. Therefore, the 

present study is focused entirely on human safety criteria; cost optimisation for existing bridges in 

emergency and crisis situations is discussed by Sykora et al. (2014). 
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2. Requirements on Individual Human Risk 

General guidelines for the assessment of target reliabilities with respect to human safety are provided in 

ISO 2394. In principle, structural design and assessment of existing bridges are not distinguished. It is 

noted that a recent draft of this standard introduces new procedures to establish appropriate target 

reliabilities considering human safety on the basis of the Life Quality Index, Nathwani et al. (2009). Since 

further developments seem to be needed to facilitate practical applications of this approach, the present 

study deals with the principles provided in ISO 2394:1998. 

ISO 2394 states that structural reliability is important first and foremost if people may be killed or sustain 

injuries as a result of the collapse. An acceptable maximum value for the failure probability might be 

found from a comparison of risks resulting from other activities. Individual lethal accident rates ranging 

between 10
-6

 and 10
-5

 per year (as accepted by Steenbergen and Vrouwenvelder (2010) and Sykora and 

Holicky (2012)), seem to be reasonable for structures in persistent design situations, when compared to 

the typical rates in industries, e.g.: 

- 10
-4

 per year for work in all industries (2 × 10
-4

 for users of motor vehicles), 

- 10
-5

 per year for third parties in ship industry (passengers or public ashore). 

The overall individual lethal accident rate of 10
-4

 per year is a common value of reference; rates over 10
-3

 

are deemed unacceptably high, Stewart (2011). For military situations Goldberg (2010) derived an 

individual lethal rate of 4 × 10
-3

 per year. Hostile actions, accidents, illnesses or self-inflicted actions for 

the Operation Iraqi Freedom in 2003-2006 were considered. In emergency and crisis situations higher 

risks may be acceptable since they may be compensated by a mitigation of consequences in endangered 

areas. Therefore, a tentative value of 10
-3

 per year is considered hereafter as associated with uncommon 

accidents, Melchers (2001). It is tacitly assumed that the safety of rescue corps members is endangered. 

The concept of individual risk provided in ISO 2394 then yields the following relationship between the 

target failure probability pf and the conditional probability of occupant fatality p1, given the structural 

failure in emergency or crisis situation: 

 pf (per year) ≤ 10
-3

 per year / p1 (1) 

With respect to the loss of human life, EN 1990 distinguishes among low, medium, or high consequences 

(CC1-CC3, respectively). The conditional probabilities p1 indicated in Fig. 1 for assessment of bridges 

classified in various CCs are based on a literature review and recommendations by Steenbergen and 

Vrouwenvelder (2010). For emergency and crisis situations, the target failure probabilities of a structural 

member, related to a reference period tref in years become: 

 pf ≤ 10
-3

 per year / p1 × tref (2) 

Corresponding target reliability index is derived using the cumulative distribution function of the 

standardized normal distribution, β = -Φ(pf). Fig. 1 shows the variation of target reliability index β with 

the conditional probability p1 for different reference periods. It appears that the target reliabilities are 

affected by the conditional probability p1 and more significantly by the reference period. Considering 

middle values of p1, the following target reliability indices may be considered: 

- CC2 (p1 = 0.02): β = 3.1-2.6, 

- CC3 (p1 = 0.1): β = 3.6-3.1 

for reference periods from one week to one month, respectively. CC1 is not discussed hereafter as it is 

deemed irrelevant for most bridges. Regarding selection of an appropriate consequence class, background 

document to EN 1990 by CEN/TC250 (1996) indicates that a higher reliability level should be required 

for: 

 a structure which is likely to collapse suddenly without a warning that would allow implementation 

of measures to avoid severe consequences, 

 non-robust structural systems where a local failure may lead to a rapid progressive collapse. 
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Fig. 1: Variation of β with the conditional probability p1 for different reference periods. 

3. Limitations of the Concept of Individual Risk 

The aforementioned concept should be applied with uttermost caution. The target levels in Fig. 1 regard 

only safety of users of a bridge and fail to consider additional costs including life losses related to 

temporary bridge closure if the criterion is not fulfilled. The decision regarding the permission of heavy 

freight crossing depends on the case-specific conditions. In general, it should aim at balancing risks of 

users and risks of individuals endangered when the crossing is not permitted (see the example below). 

Besides the individual risk concept, ISO 2394 indicates that in many cases authorities explicitly intend to 

avoid accidents with a large number of fatalities and proposes an additional societal risk criterion based 

on an F-N curve. However, application of this criterion requires a case-specific approach and it is out of 

the scope of this paper to provide a general guidance in this regard. Moreover, Sykora and Holicky (2012) 

showed that the individual risk criterion is dominating over the societal criterion except for failures with 

vast collapsed areas.  

4. Examples 

4.1. Human safety not endangered when transport is not permitted 

The application of the derived target reliabilities in conjunction with the partial factor method (EN 1990) 

is illustrated by a simple example. An excessively heavy freight is to be transported over a reinforced 

concrete bridge. It is assumed that the duration of an emergency situation is two weeks and the crossing is 

to be allowed at any time during this period, tref = 0.038 y. The bridge is classified in CC3 (high 

consequence for the loss of human life in the case of failure, failure occurring without previous warning 

as may be relevant for shear failure of reinforced concrete beam or buckling of bridge piers) and thus  

p1 ≈ 0.1. Human safety is not endangered when the transport is not permitted. However, the driver’s 

safety is to be considered. 

Equation (2) then leads to pf ≤ 3.8 × 10
-4

 and β = 3.4. Adjustment of partial factors using the β-value is 

straightforward; see Caspeele et al. (2013) and Sykora et al. (2013). For instance the partial factor for 

concrete compressive strength reduces from γC = 1.5 for structural design to about 1.3 in this case. 

4.2. Human safety endangered when the transport is not permitted 

Now it is assumed that the human safety is endangered when the transport is not allowed. This can be 

represented by the transportation of decontamination units in immediate response to an industrial or 

chemical explosion, or the transport of portable flood barriers. Two hazard scenarios are considered in the 

case when the transport is not permitted - an expert judgement suggests that: 

 Scenario 1: it is “impossible” that there are ten fatalities in the endangered area (associated with 

probability of about 0.02, Budescu and Wallsten (1985)), related risk in terms of the expected 

number of fatalities is a product of the consequences and probability of unfavourable event, 

R(scenario 1) = 10 × 0.02 = 0.2 (fatalities). 
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 Scenario 2: Provided that the event Scenario 1 does not occur (probability 1-0.02), it is “very 

unlikely” that there is a single fatality in the endangered area; the qualitative term “very unlikely” 

may be associated with probability of having a single fatality of about 0.15, Budescu and Wallsten 

(1985). The related risk is R(scenario 2) = 1 × 0.15 (1 - 0.02) = 0.15 (fatalities).  

The decision “not to permit the transport” thus relates to the total risk R = R(scenario 1) + R(scenario 2) = 

0.35 (fatalities). When the transport is permitted, related risk should be lower than in the previous case: 

 pf(1 × p1 + R) ≤ R (3) 

where pf = failure probability given the crossing. The term in brackets in equation (3) represents risks 

given failure of the bridge. Only a driver is assumed to be present on the bridge during the crossing. For 

p1 = 0.1 (CC3) and R = 0.35, equation (3) yields an excessively high failure probability, pf ≤ 0.78 (β < 0). 

In this case the target reliability should be established on the basis of risk optimisation considering both 

economic and societal consequences of the bridge closure and potential bridge failure due to the transport. 

5. Concluding Remarks 

The target reliability levels recommended in various standards for new and existing structures are 

inconsistent; almost no recommendations are available for structures under temporary conditions 

including emergency and crisis situations. Target reliabilities related to these situations can be required 

for the assessment of existing bridges when immediate decisions on permissions for the crossings of 

heavy freights are needed. It may be appropriate to require lower target reliabilities for existing bridges 

than for new structures. In particular situations it needs to be clarified whether and what minimum levels 

of human safety should be considered. Human safety criterion leads to target reliability indices within the 

range from 3.1 to 3.6 for a reference period of one week. 
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Abstract: The presented paper deals with a mathematical description of behaviour of a human body during 

walking. Especially the work is aimed at the stance phase of walking process, where the pedestrian’s foot is 

in permanent contact with the ground. If we simplify the human body as a mass point, which is placed in the 

CoM (center of mass), we are able to state that the pedestrian is acting as an inverted mathematical 

pendulum, which means that mass of the pendulum hinge is neglected. Thus the vertical force component in 

the hinge of inverted pendulum corresponds to the time behaviour of the contact force experimentally 

observed. The simplified pedestrian model was considered as two dimensional, defined in the plane of 

walking. The solution of this problem was executed in the central gravity field. 

Keywords:  Stance Phase of Walking, Inverted Pendulum Model, Runge – Kutta fifth-order method, 

Ground Reaction Force. 

1. Introduction 

The human walking is quite complex type of motion, therefore there were introduced some simple 

models, which allows the mathematical description of this problem by a system of the second-order 

differential equations. These models of passive walkers are the Rimless wheel model (Margaria, 1976) 

and the Bipedal walking model (Goswami et. al., 1997). Both of these models (or some of the other 

models) are based on the behaviour of the mathematical pendulum or inverted mathematical pendulum. 

This is the reason why the goal of this paper is the numerical study of behaviour of the inverted 

mathematical pendulum. Respectively it is aimed at the mathematical description of behaviour of a 

contact force during a stance phase of human gait cycle. The gait cycle is the periodical process, which 

could be divided into next phases, the stance phase and the swing phase. Detailed description of the 

human gait cycle was determined by (Vaughan, 1992).  

2. Mathematical Modeling 

Firstly the equations of motion of the inverted pendulum had to be deduced (see Fig. 1). These equations 

could be determined by a different approaches e.g. Newton’s or D’Alambert approach. Note that the 

difference between these two assumptions is only in a process of assembling the equations of motion. The 

Newton’s principle uses the principle of equivalence, where the acting force is proportional to the acting 

acceleration. On the other hand, the D’Alambert’s principle takes into account a force of inertia and uses 

an equilibrium conditions. These procedures are appropriate for the simple or unconstrained dynamical 

systems. For more complex or constrained systems the Lagrange’s analytical approach is more suitable. 

The equations of motion are derived from the Lagrange-Euler’s equations 

 0
i i

d L L

dt q q

  
  

  
   1,2, ,i n  (1) 
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where L is the Lagrange’s functional (Lagrangian), defined by the equation (3),
iq and

iq are unknown 

generalized velocities and generalized spatial coordinates 

 ( , , )i iL t q q T U   (2) 

whereT is the kinetic energy of the whole system and U is the potential energy. The Lagrangian depends 

on generalized coordinates and its velocities and implicitly dependent on the time. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: The scheme of the inverted pendulum model with shaking pivot. 

3. Derivation of the Equations of Motion of Inverted Pendulum Model 

The well-known simple equation of motion of the inverted 2D pendulum with massless hinge is defined 

by the equation   

 ( ) sin( ( )) 0t g l t    (3) 

where ( )t is the angular acceleration, g is the gravitational acceleration, l is the length of the pendulum 

hinge and ( )t is the angle. This second-order ODE could be linearized, with assumption that ( )t is 

small, according to the Taylor-Mc Laurin’s Series, thussin ( ) ( )t t  . The system, described by the 

equation (3), is stabilized by the vertical harmonic motion of the pivot (see Fig. 1). This motion was 

considered as harmonic function, which is described by the formula  

 
2( ) sin( )x t A t  (4) 

where A is the constant amplitude, is the circular frequency. If the shaking pivot is considered and 

appropriate time derivatives are executed (see equation (1)), the kinetic energy of the system could be 

written in the form 

  2 2 2 2 21 1
cos ( ) 2 cos( )sin( )

2 2
T ml m A t A l t          (5) 

And the potential energy of system as 

 cos( )U mgl   (6) 

After assembling the Lagrange’s functional (2) and executing the appropriate partial and total derivatives 

(1) the equation of motion of the inverted pendulum stabilized by shaking pivot could be obtained as 

  2( ) sin( ( )) sin( ) 0t t g l A l t       (7) 

The range of stability was expressed via the Mathieu’s equation which is described by relation 

1x

2x

l


 sinl 

 cosl 

g
CF

CoM

pivot

2( ) sin( )x t A t
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  
2

2
cos( ) 0

d

d


   


    (8) 

This equation was derived with assumption that is small and by using the substitution t  ,
2

0


 
  

 
where 2

0 g l  and
A

l
  . The stability is ensures if 2   (Smith, Blackburn et. al. 

1992), note that the amplitude     . 

 

Fig. 2: The region of stability of regular and inverted pendulum (Smith, Blackburn et. al., 1992). 

4. Numerical Solution 

The numerical solution of the equation (7) was executed via the Runge-Kutta fifth order method with 

initial conditions ( ) 8t   rad and ( ) 1.8t  1rad s . The relation between the angular and 

translational velocity is expressed as 

 ( ) ( )v t t l  (9) 

 

Fig. 3: Time behaviour of the angle ( )t of stabilized inverted pendulum. 

The vertical component of the ground reaction force (GRF) could be defined simply as 

 2 2

C

x CoMF mx mg   (10) 

where 
2CoMx is the acceleration of the Center of the Mass (CoM) in vertical direction and mg is the force 

due to gravity. The vertical acceleration of the point mass was transformed into the polar coordinates by 

differentiation the relation 
2 cos( )x l   with respect to the time. Thus the GRF was obtained in the form 

  2

2 sin( ) cos( )C

xF mg ml        (11) 

Regular pendulum 

Inverted pendulum 
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Fig. 4: Time behaviour of the vertical component of the GRF computed on model of inverted pendulum. 

5. Conclusion 

The mathematical description of the stance phase of human gait cycle was presented in this paper. Human 

body locomotion should be simplified and described by the movement of the inverted pendulum during a 

stance phase, which has been stabilized by the vertically vibrating pivot. The obtained time behaviour of 

the stabilized inverted pendulum is shown in the Fig. 3. As it is obvious from the Fig. 3 a stable periodic 

motion is obtained due to the stabilization process of the system described by the equation (7). 

The numerical study of the inverted mathematical pendulum showed a good accordance with the 

assumption that the decrease of the contact force during a stance phase of walking occurs. The decrease 

of the GRF is caused by the transmission of the body weight of a pedestrian. Thus the model of the 

inverted pendulum provides a good mathematical description of behaviour of the human body during 

stance phase.  
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Abstract:  Comparison of accumulated damage field of coupled and uncoupled ductile damage models 

together with history of variables used in calibration process is presented in this paper. Using a non-linear 

damage accumulation in a local point of view, ductile failure criterion proposed by Xue is adopted and 

implemented into the Abaqus/Explicit via the user subroutine VUMAT for both types of models. Significant 

difference in localization between the coupled and uncoupled model is shown. The localization effect 

generally occurs when coupled models are used. One of the widespread practices to handle it is to use the 

non-local approach. In the other hand, we would not be able to predict a slant fracture without a certain 

degree of localization as shown in presented paper. Finally, the aluminum alloy 2024-T351 was examined. 

Keywords:  Localization, Ductile, Failure, Damage, Explicit. 

1. Introduction 

The ductile fracture has been observed and less or more appropriate failure models have been developed 

since the second half of the last century. Several different approaches have been evolved, as the 

Continuum Damage Mechanics (CDM), porosity based models, decohering zone models, empirical 

models, void nucleation, growth and linkage models and forming limit diagrams. 

The basics of CDM were laid by Kachanov (1958) in the sense of creep. Coupled ductile model 

represents model where the plasticity is influenced by damage process and vice versa. On the contrary, 

uncoupled ductile models do not couple the plastic flow with damage accumulation, so only the damage 

process is affected by plasticity. These models are empirical and can be also called as phenomenological. 

2. Outline of Applied Approach 

The non-linear damage accumulation in a local point of view is adopted for comparison purposes. Next 

presumption is using von Mises yield condition for the plastic flow and assuming the material to be 

isotropic. 

Xue (2007) developed new ductile failure criterion based on CDM in his doctoral thesis. At first, it is 

necessary to identify the flow curve and then six material constants through various experimental tests. 

Here follows short outline of criterion proposed by Xue (2007) which we adopted. Equation describing 

the stress-strain relationship of matrix material is: 

 

n

k

p

yM 













 10  (1) 

where M  is the matrix stress, 0y  is the initial yield stress, p  is the equivalent plastic strain, k  is the 

reference strain and n  is the strain hardening exponent. 
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The yield condition is given as: 

 0 Mw  (2) 

where w  is a weakening factor dependent on the damage parameter D  through: 

 
Dw 1  (3) 

where   is a material constant. Then, the damage evolution law for complex loading paths can be written 

as: 

 


















f

f

p

m
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ε
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ε

ε
mD



0

1

d
 (4) 

where m  is the damage exponent and fε  is the fracture strain. The fracture depends on current stress 

state, thus, it is a function of pressure and Lode dependence: 

 Lpffε  0  (5) 

where 0f  is the uniaxial tensile failure strain without confining pressure. Above functions of pressure 

and Lode dependence can be expressed through: 

   









 11and1log1 L

l

p
p

p
q  (6) 

where q  is the shape parameter, p  is the pressure, lp  is the limiting pressure governing the cut-off 

value,   is the fracture strain ratio and   is the normalized Lode angle. 

3. Material Data 

The aluminum alloy 2024-T351 was used and ductile failure criterion proposed by Xue (2007) were taken 

over with following material constants, 8.00 f , MPa800lp , 5.1q , 4.0 , 2m , 2  

(Xue, 2007). 

We also took over the flow curve of matrix material fitted from tensile tests of smooth cylindrical 

specimens with 9 mm diameters. Material constants defining the stress-strain relationship follows here, 

MPa3000 y , 00769.0k  and 185.0n  (Xue, 2007). 

 

Fig. 1: Fracture envelope of criterion proposed by Xue (2007) for set of material constants  

taken over after Xue (2007). 
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The set of material constants listed above gives the fracture envelope shown in Fig. 1. Lou et al. (2013) 

reviewed experimental results of Bao and Wierzbicki (2004), Bai and Wierzbicki (2010) and Khan 

and Liu (2012). All these experimental results are placed in Fig. 1 as black squares. As one can see, the 

fracture strain of criterion proposed by Xue (2007) at axisymmetric compression is much higher than 

results reviewed by Lou et al. (2013). 

4. Numerical Simulations 

In this chapter, the numerical simulations of smooth and notched cylindrical specimens and double 

grooved specimen (Bao and Wierzbicki, 2004) are presented. First set of simulations was done using the 

criterion proposed by Xue (2007) and the second set for the same criterion but without weakening. The 

weakening factor was held unity in whole simulation, so the model was uncoupled. 

Fields of damage parameter for coupled and uncoupled models immediately before and after the crack 

initiation are depicted in following Figs. 2-5. 

In Fig. 6, the history of the pressure and the stress triaxiality is depicted because these variables influence 

the most the ductile fracture initiation and propagation. 

                     

Fig. 2: Fields of damage parameter before and after initiation for smooth cylindrical specimen. At left 

due to coupled model and at right due to uncoupled one. 

                         

Fig. 3: Fields of damage parameter before and after initiation for notched cylindrical specimen with 

radius 12 mm. At left due to coupled model and at right due to uncoupled one. 

         

Fig. 4: Fields of damage parameter before and after initiation for notched cylindrical specimen with 

radius 4 mm. At left due to coupled model and at right due to uncoupled one. 
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Fig. 5: Fields of damage parameter before and after initiation for double grooved specimen inducing 

plane strain. At left due to coupled model and at right due to uncoupled one. 
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Fig. 6: History of the pressure and the stress triaxiality during straining. 

5. Conclusions 

Localization effect of coupled model in comparison to uncoupled one was presented. There is a strong 

localization in the case of coupled model due to coupling the fracture criterion with the flow rule. As 

shown, in the case of uncoupled model the localization effect did not occur. Therefore, such model is not 

able to predict the slant fracture, especially in the case of plane strain. It was also shown there is 

a significant difference in the loading history of the stress triaxiality between the coupled and uncoupled 

model. The coupled model shows considerable change in progress in the final part of the straining. 
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Abstract: The fracture toughness (FT) test was performed at room temperature on ceramic samples made 

from kaolin at temperatures of 400–1250 °C at a heating and cooling rate of 5 °C/min. The precrack was 

made by indentation under the loads 10–200 N, the dwell time was 45 s and the loading rate was 10 N/s. 

Results of the FT tests were in accordance with the changes in structure of the samples after the partial 

firings. The FT from 20 °C to 500 °C is almost constant and it varies between 0.1 MPa·m0.5 and 0.2 MPa·m0.5. 

Dehydroxylation (420–600 °C) and solid state sintering (700–950 °C) does not influence the value of FT. At 

temperature interval where we assume liquid state sintering (1000–1250 °C) we observe an exponential 

increase of FT up to 0.6 MPa·m0.5. From comparison of FT, Young modulus and flexural strength, a 

correlation and proportionality of these mechanical properties follows. 

Keywords: Fracture toughness, Mechanical strength, Sintering, Dehydroxylation. 

1. Introduction 

Mechanical parameters are important characteristics of ceramic materials. Each ceramic product is 

mechanically stressed during technological processes as drying and firing as well as in actual service. For 

example it is known that increasing the temperature during a firing is only possible until the limit, when 

the thermomechanical stress is lower than the mechanical strength (Norton, 1970; Hanykýř, 2000).  

Mechanical strength during firing was investigated in (Štubňa, 1992; Štubňa, 2011). Classical ceramics 

based on kaolinite and illite are presented in many fields of industry. Significant progress was made 

during the last few decades in increasing the mechanical strength of ceramic material. 

Mechanical strength after firing at different temperatures was measured in (Štubňa, 2011). However, we 

did not find the results for fracture toughness (KIc) for kaolin in the literature in spite of the fact that 

kaolin plays a crucial role in such ceramics, e.g. in porcelain.  

Ceramic materials are brittle. A lot of research is conducted to decrease the brittleness of advanced 

ceramics (Guo, 1996; Okabe, 2001). This brittleness may be judged indirectly by KIc which denotes 

material resistance to brittle fracture when a crack of critical size is present. The subscript Ic denotes the 

mode I crack opening under normal tensile stress perpendicular to the crack path. Brittle fracture is very 

characteristic for materials with low fracture toughness (Hertzberg, 1995). A related concept is the work 

of fracture (γwof), which is directly proportional to EK
Ic

/2 , where E is the Young's modulus of material 

(Dos Santos, 2003).  

The aim of this contribution is to find out how KIc of the fired kaolin depends on the firing temperature. 
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2. Theoretical Backround 

For the surface crack method and the three-point-bending, we calculate the fracture toughness KIsc from 

the following equation: 

 
6

2
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



 a

BW
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YK Isc  (1) 

where KIsc = fracture toughness [MPa·m
0.5

], Y = stress intensity factor coefficient, Pmax = breaking force 

[N], So = outer span [m], B = side-to-side dimension of the test specimen perpendicular to the crack length 

(depth) [m], W = top to bottom dimension of the tested specimen parallel to crack length (depth) [m],  

a = crack depth [m], c = crack half width [m]. 

A precrack is a Vickers indentation at the load 10–200 N and dwell time 45 s. Therefore, the stress 

intensity factor coefficient is 

 
Q

SMH
Ys

1
  (2) 

where )/)(/11.034.0(11 WacaH  and caWaS /))/(35.01.1(
2

 , [ASTM C1421-10]. 

3. Experimental 

Samples were made from kaolin, its chemical composition is in Tab. 1. 

 

Tab. 1: Composition of Sedlec kaolin. 

Component name LOI SiO2 Al2O3 Fe2O3 TiO2 CaO MgO K2O Na2O 

Weight % 12.95 45.80 37.31 0.98 0.17 0.58 0.46 1.17 0.58 

 

Kaolin was crushed and sieved and a powder was mixed with water to obtain a plastic mass with 20 wt.% 

of water. Prismatic samples of the dimensions 5×5×20 mm were cut from the wet mass, dried in the open 

air for 5 days and then grinded and polished. The sets of 5 samples were fired at temperatures 400, 425, 

450, 475, 500, 550, 600, 650, 700, 730, 760, 790, 820, 850, 880, 910, 950, 1000, 1050, 1100, 1150, 1200 

and 1250 °C. The heating and cooling rate was 5 °C/min without soaking at the highest temperature.  

After firing, the samples were polished with sandpaper No. 800 using a rotating machine. The final 

dimensions of the samples were close to 3×4×20 mm. The structure of material is highly porous with a 

net of open pores. The porosity varies from 32 % for green ceramics to 37 % at 500 °C and decreases to  

5 % within an interval of 1000–1200 °C (Štubňa, 1997). 

To make a precrack, an indentation was performed by hardness tester Zwick-Indtentec 5030 SKV in the 

middle of the 420 mm face using a load of 10–200 N and dwell time of 45 s. The diagonals of 

indentation were parallel with the sample sides. After that, the indentations were coloured with red dye 

penetrant ARDROX F6R for 10–60 min.  

A fracture toughness test was performed on the Instron dynamic testing system 8516 under the loading 

rate of 10 N/s according to standard (ASTM C1421-10). 

4. Results and Discussion 

The dependence of the fracture toughness on the firing temperature is shown in Fig. 1. The standard 

deviation of KIc varies from 2 % to 18 %. 

Similar graphs, as pictured in Fig. 2, were obtained for flexural strength and Young's modulus on samples 

made from a quartz porcelain mixture (50 wt. % of kaolin, 25 wt. % of feldspar, 25 wt. % of quartz) 

measured at the same conditions (Štubňa, 2010; Štubňa, 2011), see Fig. 2. Although the material 

composition of these samples is different, the processes in them and their consequences during heating 

are mainly determined by the reactions and structural changes in kaolinite (Norton, 1970; Hanykýř, 
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2000). Therefore, we can use the results presented in Fig. 2 for a qualitative explanation of the fracture 

toughness results pictured in Fig. 3. The fracture toughness, Young's modulus, and flexural strength have 

similar temperature dependences, as follows from Fig. 1 and Fig. 2, so they correlate together. 

             

 
Fig. 1: The dependence of fracture toughness on firing temperature. 

 

 

Fig. 2: The dependence of flexural strength () and Young’s modulus () on firing temperature. 

For the samples fired at 20–500 °C no changes in structure occurred at these low temperatures (Norton, 

1970; Hanykýř, 2000), therefore the mechanical strength and Young's modulus, Fig. 2, are nearly 

constant in this range. The same is valid for the fracture toughness, as can be seen in Fig. 1. 

For the samples fired at 500–700 °C, dehydroxylation, which weakens the kaolinite crystals, takes place. 

Metakaolinite created during dehydroxylation is a very porous material with internal vacancies (Freund, 

1967) and lowers the mechanical properties of the samples. We observe a significant decrease of the 

mechanical properties within the temperature region of 500–700 °C, see Fig. 1, Fig. 2. We can assume 

that the kaolinite crystals are being rebuilt, so they become very defective during the dehydroxylation and 

this property remains even after cooling up to room temperature. 

For samples fired at 1050–1250 °C, there is an exponential increase in the fracture toughness as well as 

the mechanical strength and Young's modulus increase dramatically. The solid-state sintering continues 

up to 1150 °C where feldspar begins to melt and a liquid-phase sintering starts. The samples contain a 

glassy phase, their density is higher, and this corresponds to higher values of the flexural strength 

measured at room temperature. 
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5. Conclusions 

A development of the mechanical properties (fracture toughness, Young's modulus and flexural strength) 

of kaolin after the firing was experimentally studied at room temperature. It was found that:  

1.  Fracture toughness from 20 to 500 °C is almost constant and it varies between 0.1 and  

0.2 MPa·m
0.5

. 

2.   Dehydroxylation has a small influence on the value of the fracture toughness. 

3.  In the temperature interval 1000–1250 °C, where intensive sintering takes place, we observe an 

exponential increase of fracture toughness. 

4.  From a comparison of the fracture toughness, Young’s modulus and flexural strength follows a 

correlation and proporcionality.  
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Abstract: The study presents a two-dimensional (2D) finite element (FE) model of the fluid-structure-

acoustic interaction during flow induced self-oscillation of the human vocal folds. The FE model combines 

the FE models of the vocal folds, the trachea and the simplified human vocal tract shaped for phonation of 

vowel [a:]. The fluid-structure interaction is solved using explicit coupling scheme with separated solvers for 

structure and fluid domain. The developed FE model comprises large deformations of the vocal-fold tissue, 

vocal-fold contact, fluid-structure interaction, morphing the fluid mesh according to the vocal-fold motion 

(Arbitrary Lagrangian-Eulerian approach), solution of unsteady viscous compressible airflow described by 

the Navier-Stokes equations and airflow separation during the glottis closure. The effect of lamina propria 

thickness and material properties on simulated videokymographic (VKG) images of vocal-fold vibrations are 

analyzed. Such variation of the lamina propria properties can be caused by certain vocal-fold pathologies 

such as Reinke's edema. The developed FE model can be used to study relations among pathological changes 

in vocal folds tissue, the resulting VKG images and the produced sound spectra. 

Keywords:  Biomechanics of voice, Videokymography, Simulation of phonation, Fluid-structure-

acoustic interaction, Finite element method. 

1. Introduction 

Human voice production should be considered as a fluid-structure-acoustic interaction problem, where 

acoustic waves propagating through the vocal tract are generated by the flow-induced vibrations of the 

vocal folds. In literature some experimental models of this problem have been published (Titze, 2006). 

Published computational models include reduced-order models (Horáček et al., 2005), models of flow 

(Zhao et al., 2002) and finite element (FE) models (Zheng, at al., 2011). Advantage of FE models is their 

ability to deal with complex geometry of the vocal folds and vocal tract and ability to solve fluid-

structure-acoustic interaction. 

In recent works of the authors (Švancara et al., 2011; Švancara et al., 2012) a three-dimensional (3D) FE 

model of flow- induced oscillations of the vocal folds in interaction with acoustic spaces of the vocal tract 

was developed. This paper presents newly developed 2D FE model of phonation using in literature widely 

used M5 geometry of the vocal folds (Scherer et al., 2001), four-layers vocal fold structure, much finer 

FE mesh for the airflow modelling and construction of VKG images resulting from this 2D FE model. 

Videokymography is a high-speed imaging technique for investigation of vocal folds vibrations, which is 

widely used in clinical practise (Švec and Schutte, 1996). 

2. Method 

The 2D FE model was developed using the program system ANSYS 14.5. The geometry of the left vocal 

fold according Scherer’s M5 geometry is shown in Fig. 1a. Model allows variation of lamina propria 
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thickness (parameter TSLP) in range 0.15-1.8 mm. Fig. 1b shows the FE model of the four layered tissue of 

the vocal folds. The FE model of the trachea and the simplified acoustic spaces of the human vocal tract 

shaped for simulation of phonation of vowel [a:] is shown in Fig. 1c. The model of the vocal tract for the 

Czech vowel [a:] was created by converting data from magnetic resonance images (MRI) (Radolf, 2010). 

The vocal folds are modelled by a four layered tissue – epithelium, lamina propria, ligament and muscle 

with homogenous and isotropic material of each layer. 

 

Fig. 1: a) Geometry of the left vocal fold; b) FE model of the four layered tissue of the vocal folds;  

c) FE model of the acoustic spaces of the trachea and the vocal tract for Czech vowel [a:]. 

FE model consists of 4014 linear 3-node and 4-node structural elements and 11206 linear 4-node fluid 

elements. Before the fluid-structure interaction simulation starts the vocal folds are pushed slightly into 

the contact. Contact of the vocal folds was modelled by the symmetric surface to surface contact pair 

elements on faces of the vocal folds. Proportional (Rayleigh) structural damping with dimensionless 

coefficients α = 110 and β = 3x10-4 was used for all layers.  

 

Fig. 2: Interpolation of computed positions of FE nodes by splines (left) and a schematic of the reflected 

light intensity using a cosine emission law (right- according to Horáček et al., 2009). 

The fluid-structure interaction is solved using explicit coupling scheme with separated solvers for 

structure and fluid domain. The results of the airflow solution are transferred as loads on the vocal folds 

surface, then the vocal folds motion is computed, then the fluid mesh is morphed according to the vocal 

fold movement and then again the fluid flow is solved. For solving the moving boundaries of the fluid 

domain the Arbitrary Lagrangian-Eulerian (ALE) approach is used. The vibrations of the vocal folds was 

computed by a transient analysis with a time step ∆t = 1.5x10-4 s, taking into account the large 

deformations of the vocal fold tissue and vocal fold collisions. The airflow was solved as unsteady 

viscous compressible and laminar flow using transient analysis with the same time step as vocal folds 
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movement solution. For modelling the acoustic wave propagation in fluid domain, the compressible 

Navier-Stokes equations were utilized. A constant airflow velocity at the entrance to the subglottal space 

was prescribed as driving parameter and zero acoustic pressure was prescribed on the upper end of the 

vocal tract in order to simulate radiation into the open space. 

For simulation of VKG images from the results of the FE model, a special program was developed in 

Matlab. The program first interpolates computed positions of FE nodes on vocal folds surface by splines 

to achieve better spatial resolution (see Fig. 2). A shape-preserving piecewise cubic interpolation is used 

with spatial resolution 1x10-5 m. And then the emission cosine law is used for computation of light 

intensity reflected from the visible vocal-fold surface depending on the surface angle. 

3. Results and Discussion  

Fig. 3 shows an example of computed displacements in x and y directions of selected nodes on the face of 

the left and right vocal fold for the model with thickness of lamina propria TSLP=1.35 mm. The first nodes 

were located on the top margin of the vocal folds and the second ones on the bottom margin. From the 

results we can see that oscillations of the vocal folds are symmetric and are stabilized after first few 

periods of the transient regime. We could also see a phase delay in displacement in x direction between 

the nodes on the top and bottom margins of the vocal folds. It is a result of upward-propagating mucosal 

wave (Titze, 2006). Displacements in y direction for nodes on top margin for the left and right vocal fold 

are exactly the same so curves in graph lying on each other. Same situation is for the displacements in y 

direction of the nodes on bottom margin. 

 
Fig. 3: Computed displacements in x and y directions of selected nodes on the face of the left  

and right vocal fold. 

 
Fig. 4: VKG images created from the FE modelling results for model with thickness of lamina propria 

1.05 mm (left) and 1.35 mm (right). 
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Example of a VKG images created from the results of FE modelling for the model with thickness of 

lamina propria TSLP = 1.05 mm and TSLP = 1.35 mm is shown in Fig. 4. The results show that with 

increasing thickness of lamina propria maximum gap between open vocal folds is increasing, time when 

vocal folds are open (open quotient) is increasing, there is more rounded transition from opening to 

closing phase and the vocal folds change more clearly their shape from convergent to divergent during 

one oscillation period. When the Young modulus of the lamina propria and their damping is decreased 

then more prominent mucosal wave can be observed. 

4. Conclusions 

A two-dimensional FE model of the vocal fold self-oscillations in interaction with the vocal tract 

acoustics was created. Computed results showed that prescribed constant airflow velocity at the entrance 

to the subglottal space produce vocal folds self-oscillations that are symmetric and stabilized after first 

few periods of the transient regime. The used compressible Navier-Stokes equations capture acoustic 

wave propagation phenomena in fluid and therefore a complete fluid-structure-acoustic interaction is 

modelled. Numerically simulated results show very close similarities with real human voice production, 

i.e. fundamental oscillation frequency, mean subglottal pressure and acoustic resonances corresponding to 

the formants of the vocal tract cavities. Also VKG images created from the results of FE modelling shows 

close similarities to those observed laryngoscopially in real human vocal folds.  
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Abstract: The main objective of our research project was to design an innovative modular pneumatic valve 

terminal with self-diagnosis, control system and industrial network communications for process control, in 

which for safety or sensitivity reasons of the process is required to confirm switching the valves. Valve 

terminal with an integrated electronic system allows, depending on the type of device confirmation of 

function of the valves, control of the valves, control of the logic states, pressure measurement, valves 

diagnostics. Depending on demand will be available three types of the valve terminal: basic, control and 

diagnostic. Diagnostic type of valve terminal integrates the functions of two previous types valve terminal 

and expands the functions about self-diagnosis and troubleshooting. 

Keywords:  Pneumatic valve terminal, Self-diagnosis, Directional pneumatic valve, Energy saving 

systems. 

1. Introduction 

Currently, there is Directive of the European Parliament and Council called machinery directive and 

safety standards harmonized with the Machinery Directive type A, B, B2, C for companies involved the 

design and / or producing and / or marketing of commercial machines. Adapting to these requirements is 

now an integral part of the activity of each legal entity engaged in the machines within the European 

Economic Area (EU Member States plus Norway, Iceland, Liechtenstein and Switzerland). There are 

requirements that must be met by the machine, their failure is associated with the possibility to hold 

accountable (Directive on the liability for defective products 85/374/EEC and Directive 1999/34/EC 

amending it). The reason why the market partners (employers, insurance companies, administration, 

technical supervision) are interested in applying the provisions of the Directives, is the expectation to 

meet the requirements for products, enabling fair competition when placing products to trading on the 

single European market (which is an essential part of enabling free movement of goods) and the safety of 

users. 

The development of automation and robotics has contributed to an increased interest in electro-pneumatic 

servo-drives, which are highly dynamic, reliable, and cheap to manufacture. However, their application to 

industrial robots and manipulators is limited due to unsatisfactory positioning accuracy, with this problem 

being difficult to solve in the case of pneumatic systems (Takosoglu et al., 2009; Takosoglu and Laski, 

2011; Takosoglu et al., 2012). Therefore pneumatic directional control valves are widely and commonly 

used on production lines in simple automation systems. Function of pneumatic directional control valves 

is separation the compressed air stream between the flow surfaces of the outputs (Gerc, 1973; Szenajch, 

1997). Such constructions do not return information specifying the position of the piston in the valve, and 

thus does not possibility of diagnosis failure of the valve and drive. The systems used to control the fluid 

drives do not have direct safety circuits confirming switching the valve. In the fluid systems should be the 

following safety features: off under pressure, reducing pressure and force, venting, speed limit, movement 
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without danger, stopping, holding and blocking the action, reversing the direction of movement, 

protection against unexpected starting. 

2. Design of Pneumatic Valve Terminal 

Designed valve terminals will be equipped with components which provide: 

Status checks of controls elements: 

 confirmation of switching the valves, 

 reading logic states of IO modules, 

 parameters measurement of controlled elements. 

Control of driving systems: 

 switching the valves 

 change the logic states. 

Diagnostics of processes and valves: 

 parameters checking, 

 errors indication, 

 valve diagnostics, 

 diagnostics of selected states of the process. 

All available functions of pneumatic valve terminal operate in real time (Blasiak et al., 2013). Fig. 1 

shows the module of pneumatic control valve in cross section. 

 

Fig. 1: Cross section of pneumatic control valve: US – control system, 6 – permanent magnets,  

8 – magnetic sensors, 9 – valve body, 10 – valve piston. 

Due to industrial demand, valve terminals will be characterized by a modular structure. This allows to 

apply the device to the proper process. The designed device will consist of the following electronic 

modules: 

 main controller module, 

 communication module, 

 dedicated modules of pneumatic valves, 

 universal IO modules, 

 universal AI AO modules, 

 DC motors modules and servo drives modules. 
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Fig. 2 shows a schematic diagram of the control system of the double acting pneumatic cylinder by using 

of the proposed innovative modular pneumatic valve terminals with self-diagnosis, control and 

communications network. 

 

Fig. 2: Schematic diagram of the control system of pneumatic cylinder. 

In the body 9 of the valve are flow ways 1, 2, 3, 4, 5, and a piston 10, where on ends, are mounted 

permanent magnets 6. In the body 9 are a pressure sensors 7a, 7b placed in the chamber, which space is 

connected to the outputs 2 and 4 of the valve. The pressure sensors are connected to the AD transducer of 

the US control system. The coil 11 controls the pre-valve 12. After applying the voltage to the coil 11, the 

pre-valve is switched and compressed air moves the piston valve 10 to one of the end positions. Moving 

the piston causing opening the flow surface and air flow to the one of the two outputs (2 or 4), depending 

on the position (left or right) of the piston 10. The magnetic sensors 8 detect the position of the permanent 

magnets 6 installed on the ends of the piston 10. This is confirmed the position of the piston valve, and is 

the equivalent to total valve switching. In outputs 2 and 4 by means of sensors 7a and 7b is mesured 

pressure. The pressure measurement and confirmation of the end positions of the piston 10 carries out 

self-diagnostics, safety features, and self-monitoring of the control valve. The control system US contains 

a microcontroller equipped with AD transducers and connected to amplifiers. To the AD transducers are 

connected magnetic sensors 8, and pressure sensors 7a, 7b. Amplifiers 15 are connected to the coils 11 of 

the pre-valve 12. The microcontroller 14 is connected to the network communication module 16, and 

optical indicator LED 13. The program code of the microcontroller can be written in the Matlab-Simulink 

(Gapinski et al., 2013). US control system with microcontroller 14 is used to control, pressure monitoring, 

monitoring end positions of the piston valve, safety features, save to SD card, monitoring process states 

and performs the functions of self-diagnosis. By means of diagnostics can be detected errors and failures 

in the operation of the valves. 

In addition, diagnosis can be done also for driving systems by installing the position sensors on actuators. 

The control system has a network communication module 16 and a web server that allows monitoring, 

remote diagnostics, viewing, logging errors and failures using the Web site. Network communication 

module 16 also allows to communicate with master slave devices such as a PC, PLC, input and output 

modules. The US control system shows some prompts on LED 13. All elements connected together 

(electronic modules and pneumatic valve modules) form the pneumatic valve terminal. Fig. 3 shows the 

general view of the designed pneumatic valve terminal built with five control valves 5/2 (five ways and 

two positions). 
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Fig. 3: The general view of the designed pneumatic valve terminal. 

3. Conclusions 

The authors conducted a market analysis of existing solutions manufacturers of pneumatic Bosch 

Rexroth, Festo, Asco Numatic, Parker, Hoerbiger Origa, Prema. Only Festo and Asco Numatic have 

equipped the valve terminals in a simplified diagnostic system. Designed pneumatic valve terminal has 

many features that set it apart from of competitive in the field of diagnostic activities: confirmation of the 

position of the piston valve in all positions, pressure measurement in 2 and 4 outputs, archiving of 

measurement data, possibility of control, remote control and monitoring. The last feature is ensured by 

the external communication with the device via the Internet. The communication system will operate on 

PROFINET or PROFIBUS allowing connection of ICT networks with distributed intelligent automation 

systems. Designed innovative modular pneumatic valve terminal with self-diagnosis, control system and 

industrial network communications meets all the assumptions. The pneumatic valve was presented at 

Poznan International Fair ITM 2013 and VI Fair of Pneumatics, Hydraulics, Drives and Controls 

PNEUMATICON 2013 in Kielce, where was recognized by the industry and won the gold medal. 

Pneumatic valve terminal can be used in the control, diagnosis and control of technological processes in 

which for safety or sensitivity reasons of the process is required to develop a specific states of actuators, 

confirmation switching the valves and monitoring the control system. 
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Abstract: The paper focuses on a computer nonlinear analysis of the formation and development of cracks 

in a concrete slab exposed to a uniform continuous load on the lower surface. The analysis is based on an 

actual example of the formation and development of cracks of the width of approx. 0.3 mm in a basement 

slab exposed to ground water buoyancy. The paper illustrates the setting of the material model of the 

reinforced concrete slab according to the actual material properties and the similarity of the computer 

results to an  incident of real damage to the basement structure. On the basis of the same cracks on the 

model and on the real structure, a load value that caused this damage was estimated. The aim of this article 

was to find such material characteristics of a basement structure of the same size and shape and under the 

same extreme load that shows cracks with a maximum width of 0.1 mm to ensure the waterproofing safety. 

Keywords: Concrete, Cracks, Computer analysis, Ground water buoyancy, Material characteristics. 

1. Introduction 

This paper deals with the analysis of the development of cracks in a basement reinforced concrete slab of 

a residential building. The thickness of the slab is predominantly 300 mm, the thicker parts being 600, 

800, 900 and 1000 mm. The  variations in  thickness between the different parts are solved by bevels. Due 

to the expected groundwater buoyancy (1.5 m), the building foundation is still supplemented by 9 tension 

micropiles holding the slab in the middle of the span, in the place with the maximum anticipated effect of 

buoyancy. The thickness of the perimeter walls is 300 mm. 

2. Computer Analysis  

The basement slab contains significant cracks and water leaks up to the upper surface of the slab. To 

determine the causes of the damage, a detailed computer analysis of internal forces, stress, strain and the 

crack width was carried out . The static model was created in ATENA software 4.3.1, ATENA 3D 

ENGINEERING (Červenka et al., 2002, 2013).  

The program is based on the finite element method. The model of the structure was loaded by the  the 

structure’s own weight, by the forces from the upper structure, and by the hydrostatic pressure of the 

water column, corresponding to the ground water level 1.5 m over the basement slab (as it was designed). 

The static model comprises plate macro-elements reinforced by the specified degree of reinforcement. 

The plate elements are quadrangular, to be meshed by finite elements - quadratic bricks. Concrete  

C 30/37, with mean values of the material properties, is used as the construction material of the slab. The 
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steel reinforcement B 500B is specified, inputted also with the mean values. Bevels under the columns are 

modeled using standard macro-elements. The walls and pillars are replaced by the load distribution 

elements, which are modeled as plates with a height of 300 mm. For these units,  3D Elastic material is 

specified. The underlying bedrock is modeled using springs for areas with a compression stiffness of 45 

MPa. The length of the spring corresponds to the gravel layer thickness of 200 mm. Extra horizontal 

supports are attached to the slab and its bevels, because the springs support the slab only in the vertical 

direction. Additional vertical supports are represented by piles modeled by a load distribution plate of 400 

x 400 mm. The upper face of the plate is propped against the slab in a vertical direction. This support is 

put in action only when the model is loaded by increasing the ground water level. Thus, the value of the 

pressure from the water level of 1.5 m corresponds to the value of the vertical reaction 0 kN. The model is 

loaded by the slab’s own weight (step 1),, by the upper structure (values of forces and loads according to 

the static calculation - 5 steps), by the basic ground water level 1.5 m over the basement slab (in five 

steps, each 20 % of the total value), and by the rising ground water level, when at  each step the load 

increases by the equivalent of 0.1 m of the ground water level up to the level of 3.5 m (the level rises by 2 

m in 20 steps). The water level then falls  to 1.2 m,  before rising  again to the original level of 1.5 meters, 

again in steps of 0.1 m. 

The aim of this procedure was to determine whether the significant cracks in the slab could have been 

caused by the effect of groundwater buoyancy, and what  the approximate critical value was. 

During the decrease from the water column height of 1.663 m to the height of 1.54 m, the numerical 

model showed an average crack width decrease of 0.0133 mm. During the further water column decrease 

down to a  height of 1.267 m,  an  average crack width decrease of 0.02 mm was calculated, and in a  

further decrease down to the water column height of 1.238 m, an  average crack width of 0.008 mm was 

determined. In a subsequent increase up to a  level of 1.485 m, the average crack width increased up to 

0.018 mm. These results agree very well with the measured values. 

The computer analysis shows that the cracks in the slab are caused by water buoyancy on the lower 

surface of the slab. The static load, according to which the slab was designed, took into consideration   

water pressure corresponding to the height of the water column of 1.5 m over the basement slab. The 

results of the  computer analysis of loading the basement slab by the upper construction and the pressure 

of the water column of 1.5 m showed  cracks with  a width of 0.072 mm. More cracks started to appear 

with the increase in  water level (and therefore the pressure). The cracks of the width exceeding 0.1 mm 

are critical for the impermeability of the structure. In some places of the tested slab a  crack width of 0.1 

mm was already exceeded by a water column height of 1.8 m. The next increase in  the water level up to 

3.5 m induces the development of a network of cracks, some of them reaching a width of 0.295 mm. In 

the following simulation of the decrease of the water column height back to the value of 1.5 m, the 

maximum crack width falls to 0.172 mm (refer with: Fig. 1.). 

 

Fig. 1: Formation and development of cracks in a reinforced concrete slab 

- equivalent height of water column 3.5 m, max. crack width 0.295 mm. 
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Tab. 1: Table of crack widths depending on the height of water column. 

 

 

In the next step, by successive iterations, the combination of material properties which gave a  maximum 

crack width of 0.1 mm in a structure of  the same dimensions and shape were found. Concrete C50/60 

was used, and the reinforcement area was proposed as being  double the area of  the original proposal. So 

that along the upper surface bars of 25 mm were used at  a distance of 50 mm in both directions, and 

along the lower surface of the profile bars of 12 mm were used at a distance of 125 mm. Thus, the 

remodeled structure carried a groundwater pressure of the equivalent water column height of 3.5 m with a 

maximal crack width of 0.1 mm (refer with: Fig. 2).  

 
Fig. 2: Formation and development of cracks in a reinforced concrete slab with adapted material 

characteristics - equivalent height of water column 3.5 m, max. crack width 0.1 mm. 
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3. Conclusions 

Cracks represent a typical failure mode of reinforced concrete slabs used as foundation plates. 

Considering the durability and serviceability of a structure, the most crucial cracks are those which lead to 

water penetration. Water generally leaks into  cracks wider than 0.1 mm. 

The cracks can originate in the process of chemical shrinkage during the setting and hardening of 

concrete, respectively in the process of bound contraction during the building of individual parts of the 

structure. The other cause of the crack development can be  water buoyancy exceeding the design value. 

It is therefore necessary to design the structure base plates so as to prevent water leakage. The structure 

should be designed using quality class of concrete and adequate reinforcement that can withstand water 

pressure. 

Due to the frequent failures of the base plates caused by groundwater pressure is extremely important to 

perform preliminary surveys of groundwater layers and design the structure to the value of the maximum 

water pressure acting the structure. 

Acknowledgement  

The study is based on the outcomes of  research projects VG20122015089 supported by the Ministry of 

the Interior of the Czech Republic. 

References  

Vacek, V., Tej, P. Kolísko, J., Čech, J. (2013) Expert report NO. 130083J, Klokner Institute CTU in Prague. 

Červenka, J. Pukl, R., Červenka, V. (2013) Design of Sustainable Reinforced Concrete Structures Assisted by 

Numerical Simulations, In: Proc. 3
rd

 Int. Conf. on Sustainable Materials and Technologies, SCMT 3, Kyoto, 

paper 332. 

Červenka, J. (2013) Design of Reinforced Concrete Structures by Numerical Simulation, A XXIII-a Conferinta 

Nationala A.I.C.P.S., May 30, Buchurest, pp. 150-153. 

ČSN EN 1992-1-1 Eurocode 2: Design of concrete structures. 

651



 
20

th
 International Conference  

ENGINEERING MECHANICS 2014 

Svratka, Czech Republic, 12 – 15 May 2014 

AEROELASTICITY OF SLENDER FACADE SHEETS 

A. Tesár
*
 

Abstract: The analysis of linear and nonlinear aeroelastic behavior of slender façade sheets is the focus of 

intense efforts because of pressing problems of disaster prevention of such structures. Theoretical analysis is 

interesting but the brain washing in the wind engineering is inevitable. Due to irregularities and 

inhomogenities in the facade as well as in the wind forcing the item „garbage in, garbage out“ appears there 

as significant option in modeling. Calculations are to be based on theoretical approach and be confronted 

with experimental results in order to satisfy the model similarity with reality and to develop suitable virtual 

models for the assessment of the problem.  

Keywords: Aeroelasticity, Boundary layer, Database, Façade, Virtual model, Wind tunnel. 

1. Introduction 

The development of suitable techniques for assessment of wind turbulences in ultimate aeroelastic 

behavior of slender facade walls equipped with thin glass or plexiglass sheets is the focus of efforts in this 

paper. Theoretical and experimental analysis of ultimate dynamic behavior of such slender facades is 

studied because of pressing problems of sound insulation and disaster prevention of such structures. In 

order to avoid the general problem „garbage in, garbage out“ in the analysis, the treatment uses the 

database of input data obtained by experimental tests in the wind canal. 

  

 

Fig. 1: Cheese House in Nitra, Slovakia. 
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2. Tests in Wind Canal 

The application of the problem studied was made on the plexiglass facade of the building „Cheese 

House“, erected in Nitra, Slovakia (Fig. 1). The facade is made of yellow plexiglass sheets and is 

modeling architectural configuration of the Emmenthaler Cheese. The research was made in the wind 

tunnel of the Institute of Construction and Architecture, Slovak Academy of Sciences, Bratislava. 

Studied was the facade panel in scale 1:1, made of plexiglass sheet and attached by joints into supporting 

steel frame. The width of the plexiglass sheet is 15 mm. Its maximal dimensions are 1100 x 812 mm. The 

views of the model are in Figs. 2 and 3. The panel is a part of actual facade sheet and therefore no 

treatment of the model similarity was required. Due to the wind forcing the sheet acts with quasi-static 

displacements combined with horizontal vibrations of supporting steel structure. The tests were made via 

strains and accelerations measured in the sheet in the wind tunnel. 

 

 

Fig. 2: View of the model. 

 

 

Fig. 3: View of the model in wind canal. 
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The sheet was subjected to laminar and turbulent wind forcing until velocity 40 m/sec. Measured were 

three accelerations (A1, A2 and A3) and four relative displacements (T1, T2, T3 and T4), respecting the 

air velocity (Vel) in the wind canal.  

Used was the modul of the canal with cross-section 1200 x 1200 mm. The testing was made in 

accordance with the wind forcing on actual facade in situ with plexiglass sheets distanced 400 mm from 

the surface brick wall of the building. In scope of testing the brick wall was modeled by the floor of the 

wind canal and the plexiglass sheet was located in the height 400 mm above it.  

The tests in wind canal were made for three experimental configurations: 

a) plexiglass panel in horizontal level 0 – shear wind acting parallel along the facade, 

b) plexiglass panel in skew level –15 – suction due to fall down wind, 

c) plexiglass panel in skew level +15 – pressure due to skew wind and face uplift wind. 

Some results obtained are illustrated in Figs. 4, 5 and 6.  

 

Fig. 4: Horizontal (d1), vertical (d2) and shear (d3) deformation amplitudes in configuration 0. 

 

 

Fig. 5: Configuration 0 - wind velocity Vel (m/s). 
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Fig. 6: Configuration -15 - Fourier spectrum of accelerations A1, A2 and A3. 

3. Conclusions 

The evaluation of time response and of extreme values of the data summed up has brought the conclusion 

that resultig response of the plexiglass sheet is dominated by dynamic displacements with pressure and 

sucking of the wind The displacements have irregular distribution along the surface of the sheet. The 

turbulences of the air flow influence deformations and vibrations of the plexiglass sheet and of supporting 

members (see Tesar, 2006, 2011, 2012, 2012a). All results evaluated were summed up in the database of 

input data for tuning and creation of virtual models with numerical analysis made in advance. The 

confrontation of numerical and experimental data resulted in satisfactory agreement of both approaches. 

In order to avoid the discrepancy of numerical results and in situ measurements (garbage in, garbage out) 

there was established the database of the results obtained. Such database contains all significant input data 

for virtual testing and assessment of the problem. On the basis of evaluation of the results obtained was 

specified the reliability of the plexiglass facade sheet, its supporting steel structures and joints for in situ 

implementation. 
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Abstract: Paper summarises results obtained in feasibility study of a novel pneumatic atomiser for 

generation of fine spray of water droplets. The novel feature, leading to smaller size of the droplets, is 

pulsating the air supply by means of a no-moving-part fluidic oscillator. Tests involved taking images of the 

spray by a high-speed camera and measurements of the droplet size spectra by laser light scattering. 

Conclusions suggest that the concept is promising, though it necessitates further development and 

optimisation.  

Keywords:  Atomiser, Droplet spray, Fluidic oscillator. 

1. Introduction 

Described as atomisers are usually devices generating fine spray by action of very high pressure 

differences in the percolation regime, i.e. using narrow exit passages for producing very narrow liquid jets 

which decompose into the spray of fine droplets by the Plateau-Rayleigh surface instability. There is, 

however, a wide range of exiting or potential applications for devices the two-fluid (mainly, of course, 

gas/liquid) designs with the fragmentation of liquid small operating with much lower pressure difference 

levels – but with the simple passive orifice-type passages it is not easy to achieve the desirable small 

droplet size. A solution of the problem offer volumes by means of the strong pulsation caused by the large 

(up to three decimal orders of magnitude) difference in specific volumes of the two fluids. Recently 

became known another alternative in which the pulsation is input from a separate (though located inside 

the same device) oscillator. Particularly attractive is pulsating the air flow into the atomiser by a no-

moving-part fluidic self-excited oscillator, characterised by robustness, low cost, long life and 

maintenance-free operation. 

 

Fig. 1: Expanded view of the atomiser with feedback effect based on the propagation of compression and 

rarefaction waves in the resonator channel – a recently introduced method of securing the negative 

feedback action. 
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Fig. 2: Geometry and dimensioning of the main plate - with laser-cut cavities for air flow – of the model 

used in laboratory tests. The expanded detail is the part where it became necessary in one test series to 

make changes eliminating the unwanted strong positive feedback effect. 

                                                                      

Fig. 4: Shape, positioning and dimensions of the 

small water-injection body. Early tests were made 

with this body removed – just to obtain to obtain 

more experimental data without the expenses of 

making alternative configurations. 

Authors performed a feasibility study of such a fluidic device, legally protected by a recently submitted 

Czech Republic Patent Application. As shown in Fig. 1, the device operates in the self-excited oscillation 

regime because it is directly derived from known designs of jet-deflection diverter-type fluidic oscillators. 

It retains the usual geometry of the supply nozzle, a pair of control nozzles, and the interaction cavity 

with a pair of Coanda-effect attachment walls. Also the common bi-cuspid shape of the splitter nose 

opposite to the supply nozzle is retained. The diffusers which in fluidic amplifiers and oscillators secures 

pressure recovery for good effectiveness are, however, replaced by the pair of practically constant cross 

section channels, usually curved so as to reach to the exit of water-jet generating injection body.  

Fig. 3: Photograph of the assembled atomiser. 

Two identical central plates may be recognised; 

in the actual tests only one of these plates was 

used. 
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Fig. 5: A frame from the high-speed camera record obtained in preliminary tests with water flow alone 

(no fluidic oscillation). Note the large size of the drops. Also the changed geometry of the exit (cf. Fig. 2) 

may be here recognised. 

 

     

Fig. 6: (Left) Negative colour photograph of the spray generated without the water-injector body in the 

atomiser with fluidic oscillation. The water volumes fragmenting action depends here on the violent flow 

direction changes and in comparison with Fig.5 is seen to be quite effective. 

Fig. 7: (Right) Photograph (again in the inverse grayscale) of the spray generated with the water-

injection body in place. Without the substantial kinetic energy loss of the air flow inside the interaction 

cavity, typical for the version from Fig. 6, here the velocities of generated spray are high. (high speed is 

recognisable from the visible motion-smearing of the droplet images despite the very short exposure time 

mere 39 s).  
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Fig. 8: Example of results obtained in measurements of generated droplet size spectra. Considering the 

rather small applied pressure, the size of the droplets is quite small – especially with the version B  

(Fig. 7) containing the internal water-injection body. 

Performed testing included recording the spray development images by high-speed camera and scattered-

light optical measurements of droplet size spectra. Because of the limited means and time, investigated 

were only two alternative configurations – A without the water-injector body, relying with the water 

fragmentation on violent velocity magnitude and direction inside the enlarged interaction cavity, and B 

near to the original design with the water injection body in its place (but with the cavity exits adapted to 

suit also the other role, which perhaps influenced negatively the performance), relying on higher-velocity 

impact blows on the water jet. Considering the relatively small pressure levels applied and the quite small 

size of the droplets presented in Fig. 8, the configuration B may be an interesting starting point for a more 

extensive research and optimisation.  
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Abstract: The paper deals with a development of robust control algorithm for electro-mechanical actuator, 

which is intended to delivery of fuel to Auxiliary Power Unit APU in an aircraft. Contemporary 

technological developments within the all-electric aircraft concept lead to replacement of existing hydraulic-

mechanical circuits by intelligent actuators based on electrical servo drives which increase overall reliability 

and utility value, decrease operating costs, dimensions and weight. The aims of the development were to 

design a model of control algorithm for Electrically Driven Fuel Pump EDFP in accordance with rigid 

aviation standards and to verify this algorithm on a test bench that simulates a real fuel circuit. A Permanent 

Magnet Synchronous Motor PMSM is used as actuator and low-cost Hall position sensors are selected for 

sensing rotor position. 

Keywords:  PMSM, EDFP, APU, Hall sensors, PWM. 

1. Introduction 

The EDFP is a part of APU and is composed of a fuel pump, Stop Valve (SV), PMSM with Hall sensors 

and Control System CS. The APU is a bleed-less turbine essentially supplying mechanical and/or 

electrical power to the A/C. The system architecture block diagram is depicted in the Fig. 1. The aim of 

this paper is focused only on design and verification of model of a complex control algorithm for the 

EDFP. The models of the other parts of this system were detailed described in papers (J. Toman et al., 

2012; V. Hubík et al., 2008). 

ECU
PMSMCS PUMP SV

EDFP

TURBINE ENGINESensors from turbine engine

Interface

with

ECU

Fuel delivery

Fuel inlet

 

Fig. 1: EDFP system architecture. 

The main problem of the control algorithms is to determine the position of the rotor with the accuracy 

needed for effective and safe operation. There are two well-known ways to determine the rotor position: a 

usage of common sensors like incremental encoder and resolver or a usage of Hall sensors. The usage of 

Hall sensors is advantageous because it does not require a mechanical coupling and the cost is low. The 

speed measurement and prediction algorithms can be used to solve the problem of a lack of information 

obtained from the sensors. This solution is effective when the speed changes of the rotor are negligible or 

at least are slow. If significant dynamic changes are present in the system, more complex control 

algorithms are needed to handle the obstacles caused by these changes. In addition, the reliability of 

algorithms will be guaranteed even if the sensor is faulty. This control strategy approach was inspired by 

papers (S. B. Ozturk et al., 2006; A. Lidozzi et al., 2007)  
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The designed control algorithm shall ensure safe and reliable control of the PMSM motor that drives the 

EDFP. EDFP operation shall be ensured under various external conditions, including harsh environments 

and unknown initial states such as fuel pressure in the system, position of the rotor or necessary starting 

torque of the PMSM motor. 

Requirements for the control system were defined during the early stage of the project by consultation 

with external aviation specialists. These requirements include electrical characteristics, reaction of the 

control system to defined incidents, start-up characteristics, control commands, environmental etc. From 

the control algorithm design point of view, the following main requirements shall be taken into account: 

 The maximum underflow should be less than 2% at  > 40% and the fuel flow should stabilize in 

240 ms. 

 In case of stop command the EDFP shall stop in less than 100 ms  

2. Control System Modeling and Simulations 

The control algorithm was designed to improve the performance of a standard low-cost sensor control 

solution with three Hall sensors, without adding other demands on computational power. The main idea is 

to estimate the actual rotor position between sensed changes of the Hall sensors outputs by measuring the 

time period of a full electrical revolution and assuming that the next period has approximately the same 

length. This enables the estimation of the rotor position within one electrical revolution. 

The whole control is realized by the Commutation&Control module inside the Control Electronics model. 

This model is shown in Fig. 2 with several external modules which give the necessary data, such as a 

timer, speed calculation and interrupt requests IRQA. 
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Fig. 2: Overall view of control electronics module with external speed estimation module, timer  

and interrupt generators. 

Commutation&Control is the main module, which includes most of motor control procedures. Its 

operation is enabled by receiving the start signal. This subsystem and its modules are responsible for the 

following tasks: IRQA_USR - determining actual rotor position, computing revolution period, 

Control_system - speed and current control, generating PWM duty signal, Period_correction – correcting 

revolution period in case of sudden rotor stop, TimerA – generating interrupts to trigger function of 

Sin_commutation block, Sin_commutation - creating sinusoidal waveforms from PWM duty, PWM - 

generating pulse width modulated signal to drive power transistors, Startup_timer – aligning rotor into 

desired starting position, Hall_interrupt – generating interrupts based on Hall sensors output change. The 

model structure of this module is shown in Fig. 3. 
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Fig. 3: Commutation & Control module. 

2.1. Control system 

Current and speed control system consists of two regulators, connected into the cascade. The difference is 

in the integrator limiting, which sets not only the limit for the maximum regulator output but also for the 

maximum increment in one computing step. The regulators are preceded by a switch disabling their 

function (and thus preventing them from integrating the regulation error) during the initial rotor 

positioning phase. PWM signal is connected to the Sin_commutation subsystem, its magnitude is 

corrected to cover a potential supply voltage drop. The anti-windup block and output saturation is 

implemented in the classic digital proportional-integral-derivative controller.  

3. Verification of the Design Control Algorithm on Real Target 

The control algorithm was implemented to control unit and then mounted on the EDFP and performance 

tests were carried out on an evaluation mock-up platform that simulates a real fuel circuit. These tests 

were performed with particular emphasis on start and stop sequences of the EDFP.  

The start sequence of the fuel pump, shown in Fig. 4, was verified for a step change request from 50 

percent of the fuel flow. This means that the starting flow level was 43 l/h (3250 rpm of the BLDC motor) 

at 2 MPa of back pressure. The required flow after step change should be 92 l/h (7300 rpm of the BLDC 

motor) at 3.9 MPa of back pressure. Fig. 4 compares the optimized pump characteristic with the original 

values. With a precisely tuned motor controller it is possible to achieve a start time of less than 200 ms 

and to fulfill the requirements. 
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Fig. 4: The EDFP start sequence measurement. 
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The next important feature of the fuel pump is the stop time performance. This behavior is crucial for the 

turbine control system and dynamic of the whole hydraulic chain. According to the technical 

specification, the requirement is a stop time shorter than 100 ms when stop command received.  

The stop time characteristic was much more difficult to measure. The directly connected speed or flow 

sensor to the fuel pump influences the stop time characteristic. The only way was to measure the speed 

from the motor’s internal Hall sensors. There are two graphs in Fig. 6 that represent the output signal 

from the position sensors. After a simple MATLAB post-process it is possible to evaluate the actual rotor 

speed.   

The graph on the left side in Fig. 5 shows the stop time characteristic when the system is not perfectly 

optimized. The fuel pump should stop in this case from the nominal fuel flow of 92 l/h (7300 rpm of the 

BLDC motor) at 3.9 MPa of back pressure. It is obvious that the technical specification requirement has 

not been fulfilled. The stop time is more than 200 ms.  
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Fig. 5: The stop time characteristic with not optimized and optimized controller. 

The second graph in Fig. 5 shows the stop time characteristic of the optimized controller. The same 

measurement method has been used in this case. The stop time has reduced to 83 ms which is acceptable. 

4. Conclusions 

Development and certification of any device in the aerospace industry requires a thorough approach, 

including definition of requirements, design of electronics, software coding and testing. In addition, very 

complex documentation must be maintained for the whole development and lifetime cycle. 

The article describes the development of control algorithms to improve run-up performance and reliability 

of the EDFP with PMSM motor in actuating devices for safety critical applications. The development 

procedures described in this article indicate that they can bring about significant improvements in 

performance, safety and reliability of the control system along with reduction of development time and 

costs. 
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Abstract: The cyclic properties of structural materials may be identified by means of mini specimens only. 

The method is limited by specimen geometry and test conditions. The mini specimens are characterised by 

low rigidity with a tendency to buckling. Within the range of stresses used, the tests may be based on a one-

sided cycle only, which eliminates compressive stress. It requires determination of symmetric stress cycles 

(R = -1) characteristics. An experimental σa-N curve for cycle with stress ratio R = 0.1 was determined 

based on mini specimen testing. The curve was further used to determine a curve for symmetric stress cycles 

R = -1 using selected mean stress models. 

Keywords:  Mini specimen, Mean stress, High-cycle fatigue, Aluminum alloy, Schütz curve. 

1. Introduction 

Time-variable stresses result in the fatigue cracks and damage to machine components. A fatigue 

is described as a phenomenological process where known relations have narrow and strictly determined 

ranges of application. The process is complex and cannot be described by a single general model. The 

development of new production technologies, e.g. thin-walled structures, results in a lack of reliable 

procedures for the assessment of material and product (structural component) fatigue properties. It is thus 

advisable to develop new test methods which will expand on the currently utilised procedures (normative 

requirements). 

The tests to identify cyclic properties of materials using mini specimens have been developed to verify 

new test methods. Specimen geometry is defined below standard dimensions (PN-74/H-04327). A small 

size of the specimen allows to extend the scope of material fatigue tests to the products where taking 

normative samples is not feasible. Its low volume also facilitates comprehensive fatigue test in case of 

limited availability of the tested material. It applies to the assessment of a damage extent of components 

in use compared to new components (Lord et al., 2002). It also seems that the use of the mini specimens 

may reduce the high costs of fatigue tests resulting mostly from the availability of the testing machines, 

through the reduced range of forces used (lower specimen cross-section) and use of less expensive 

loading systems. 

The mini specimen geometry is characterised by a low cross-section and a low rigidity thus resulting in a 

low buckling resistance, which requires use of tensile stress only (stress ratio (R = σmin/σmax) higher than 

zero). The data for symmetric stress cycles (R = -1) or cycles pulsating from zero (R = 0) are used in the 

fatigue strength engineering calculations. The test results (fatigue strength) obtained for the mini 

specimen based on the resulting equations (R – actual) must be estimated to the equations for R = -1 or  

R = 0. 

The aim of the study is to determine the fatigue strength for R = -1 cycles based on the σa-N 

characteristics empirically determined for R = 0.1 (for a mini specimen) and to analyse selected analytical 

mean stress models. The tests are performed on the aluminum alloy specimens. 
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2. Stress Cycle Asymmetry 

A fatigue life depends on stress amplitude (σa) and a mean stress (σm). The ratio varies for different metals 

and determines material sensitivity to the stress cycle asymmetry (ψσ). Its value within the fatigue limit is 

expressed as the following equation: 

 )0(

)0()1(2










  (1) 

where: 

σ(-1)  – fatigue life for R = -1, 

σ(0)  – fatigue life for R = 0. 

The increase in coefficient ψσ indicates higher sensitivity of material to the stress cycle asymmetry. The 

aluminum alloys does not feature a sharply outlined fatigue limit (Sonsino, 2007). The coefficient ψσ was 

verified at a fatigue strength corresponding to the fatigue life of 2x10
6
 (σa-N curve break). 

 

Fig. 1: Relation between the mean stress sensitivity coefficient and the ultimate tensile strength 

(Schütz curve (Schijve, 2004)). 
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The strength and fatigue properties of aluminum alloys were used to analyse the mean stress effect 

(literature: 24S-T3 (Grover et al., 1954), 75S-T6 (Grover et al., 1954), 6061-T6 (Sekercioglu et al., 2013), 

D16CzATW (Szala et al., 2005), own studies: AW-6063-T6). The coefficient ψσ is related to a tensile 

strength. The relation is shown as a curve in Fig. 1. The mean stress effect increases in materials with a 

higher tensile strength. 

A model of the mean stress effect is also used to describe the relation between the stress amplitude (σa) 

and the mean stress (σm) (see Tab. 1). It determines fatigue strength for cycles at different stress ratio (R). 

Goodman, Morrow and Sederberg model are used for the linear relation between σa and σm. Other models 

describe the relation as a parabola. A material strength property (σu, σy, σf) and the equation are variable 

model parameters. 

3. Verification of the Effect of Mean Stress on Aluminum Alloys 

Mini specimen test results may create problems with the effect of scale and mean stress. The analyses 

including the identification of the effect of scale were discussed in relevant studies (Tomaszewski et al., 

2012; Tomaszewski et al., 2014). This article focuses on the effect of mean stress. The curve σa-N  

(R = -1) was determined based on the characteristics of determined experimentally for R = 0.1 cycles with 

selected models of the effect of mean stress. 

The model analysis was performed for EN AW-6063 aluminum alloy (see Fig. 2). The characteristics 

were determined experimentally for a mini specimen with a cross-section of 3.5 mm
2
. The tests of high-

cycle fatigue with controlled stress were performed. The detailed test conditions are detailed in the 

relevant study (Tomaszewski et al., 2012). 

 

Fig. 2: Curve σa-N for a mini specimen made of EN AW-6063 aluminum alloy. 

Fatigue strength was estimated within the lower (1.3x10
5
 cycles) and the upper (2x10

6
 cycles) high-cycle 

fatigue limits. The curves σa-N for R = -1 are shown in Fig. 3. The results were compared with a fatigue 

strength determined based on the coefficient ψσ as read from a Schütz curve (Fig. 3b) for EN AW-6063 

(σu = 230 MPa, ψσ = 0.19). 
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a) 

 

Fig. 3: Mean stress effect analysis: a) σa-N curve position;  

b) Schütz curve for EN AW-6063 aluminum alloy. 

4. Summary 

One of the most significant limitations of using the mini specimens to determine the σa-N fatigue 

characteristics is the use of loads with a tensile component only (i.e. one-sided at R > 0). The analysis of 

selected analytical models of the effect of mean stress on fatigue strength was preformed. The scope of 

analysis included a verification of errors in estimation of the fatigue strength of aluminum alloys. The 

models used allowed the assessment of characteristics (R = -1) other than experimental (R = 0.1). 
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Abstract: This note deals with the elector-osmosis phenomena in the cortical bone micro-structure 

considered as porous medium with one porosity level. The microscopic model is given by the system of 

equations describing the ionic transport in a canalicular network saturated with a bone ionized fluid. 

Unfolding homogenization method is used to derive effective equations for the ion concentrations and 

electric field potentials.  

Keywords: Homogenization, Electro-osmosis, Porous medium, Biomechanics. 

1. Introduction 

The electro-osmosis in the porous medium is a multiscale phenomenon with numerous applications in 

geophysics or tissue biomechanics. In particular, the electro-osmosis is responsible for important 

physiological processes in the cortical bone tissue. Cortical bone is seen as a highly hierarchical structure 

with multiple porosities on different scale levels of the osteon; usually the following three main levels are 

distinguished (Moyne and Murad, 2002). The vascular porosity level is the largest one, represented by the 

Haversian (or osteonal) and the Volkmann canals distributed in the collagen-apatite matrix. This matrix is 

porous; it incorporates lacunae and canaliculi which form the lacuno-canalicular porosity. Its matrix is 

formed by porosity associated with the space between collagen and the crystallites of the mineral apatite.  

The present work is focused on electro-osmosis phenomena at the lacuno-canalicular porosity level, 

further referred to as the microscopic level. At this scale the mechanotransduction is an important 

phenomenon responsible for the bone tissue resorption and deposition (Rohan et al., 2012). Both these 

processes are related to the strain generated electric potentials which are associated with the electrolyte 

flows in the pores. 

The lacuno-canalicular porosity (characteristic scale l ≈10 nm) can be modeled as a porous medium with 

fluid filled pores in the solid matrix. The fluid is a solution with two types of monovalent ions of opposite 

polarizations (cations Na
+
 and anions Cl

-
). Further, we consider the solid phase and the solid-fluid 

interface, both featured by negative electric charges.  

In this short text, in Section 2, we present a mathematical model of electro-diffusion relevant to the 

porosity level and report on the homogenization result in Section 3, to provide an effective model relevant 

to the macroscopic scale, i.e. the osteon level. The numerical implementation of the two-scale modeling 

has been made and is illustrated in Section 3.  

2. Mathematical Model  

This section provides a brief description of mathematical relations describing the electro-osmosis at the 

microscopic level. The model describing macroscopic behaviour was obtained by homogenization. 
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2.1. Model of electro-osmosis 

The porous medium occupies the domain  with coordinations x  R
n
, which is decomposed into solid 

and fluid parts denoted as s and f, respectively. The solid-fluid interface is defined as  

f s with the outward normal unit vector, n in general, thus n
s
 = - n

f
. Through the text the 

symbol  denotes a boundary of a domain and subscripts s and f refer to quantities belonging to the solid 

and fluid parts, respectively. Further, the mathematical model of electro-diffusion is introduced. 

 .S 0 = S          in s (1) 

 .f 0 = f          in f (2) 

 n .  = 0          on  (3) 

 n
f
 . f f =   /e   + /2          on f   (4) 

 n
s
 . s s =   /e    /2          on s   (5) 

  Q

/ t + wf . Q


  .D. (Q


  (z

 
F / RT) Q

 
) = 0          in f (6) 

 n .D
 

. (Q

  (z


F/RT)Q


) = 0          on  (7) 

 Q
 

= Q


0          on  \  (8) 

Eqs. (1) and (2) are the Gauss-Poisson equations of electrostatics in the solid and fluid, where d,d = f, s 

is relative permitivity, 0 is permitivity of the void space, d is a volume electric charge and by  is the 

electric potential. Using Faraday constant F and the valence of ion particles z
+
 = 1, z


 = 1, the volume 

electric charge in the fluid can be expressed, by the definition, as the product between the molar charges 

and the difference of concentration of cations Q
+
 and anions Q


, thus f = F(z

+
Q

+
   z


Q


). 

The two boundary conditions (4) and (5) result from one-dimensional electrostatics Dirichlet problem 

describing charge distribution in a thin layer of thickness e on the solid-fluid interface, where  represent 

modified charge. The condition (3) means that the medium is isolated from outer space. 

The movement of ions is described by the Nernst-Planck equation (6), for Newtonian incompressible 

fluid with vector of convection velocity wf and absolute temperature T. Water-ion diffusion coefficients 

for cations and anions are in form of second-order tensors D

 and R is constant of ideal gas. By condition 

(8) the electroneutrality is preserved, while (7) expresses the flux of ions through  

2.2. Microscopic model 

Following the approach introduced in the report Rohan (2012), the upscaling of linearized system (1)-(8) 

in its dimensionless weak form was performed using the periodic homogenization using the assumption 

of material periodicity; is assumed to be generated as a periodic lattice based on the so-called 

representative periodic cell (RPC) Y with coordinates y = x/, where 
0
 is the small parameter of the 

asymptotic analysis, describing the scale between macro- and microscopic coordinates. The 

dimensionless potentials 
d and concentrations 

 are decomposed into their macro- (denoted by 

superscript 0) and microscopic (superscript 1) parts as  


(x) =  

(x, x/)+
(x, x/)             

(x) =  
(x, x/)+

(x, x/) 

Knowing osteon micro-structure, namely the canalicular network geometry, the RPC Y is decomposed 

accordingly to domain , Y = Ys  Yf  Y, Yf = Y \ Yf,  Y = Ys  Yf. By the homogenization, the local 

problems on the RPC Y are obtained, as follows: Find (1
f,

1
s,

1
) such that for x   
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  (9) 

  (10) 

for all test function 1
,
 1

d in Sobolev space of admissible Y-periodic functions H
1
 (Yd). By virtue of the 

problem linearization, c

 are given ionic concentrations and  = zF/RT. Symbol    refers to 1/Y    . 

2.3. Homogenized model 

Following steps from the report Rohan (2012), the microscopic parts of variables (1
f,

1
s,

1
) can be 

express as a linear combinations of so-called corrector basis functions. Those functions represent 

characteristic response on the RPC Y and are necessary for expressions of effective coefficients D


H, B


H, 

A
d

H, C


H, S


H approximating characteristics of the macroscopic medium. The homogenized macroscopic 

form of the electrostatic equation for the potential 0
f,

0
s in the solid and the fluid yields  

  (11) 

for all 0
d  H

1
(). Note, that  is an operator of a mean value of a variable over the interface. By over-

line the dimensionless variables are denoted. 

The electro-diffusion on the macroscopic scale is described by two equations for concentrations (0
)  

  (12) 

for all  
0

  H
1
(). If we consider symmetric electrolyte, Eq. (11) becomes independent on the 

concentration and, thus, can be solved separately from Eqs. (12), now reduced to only one equation for 

variable0
, see (Turjanicová, 2013). 

3. Results 

The homogenization procedure and homogenized problem on macroscale was implemented in the 

software SfePy. The canalicular level was represented by cubic RPC with three connected channels in 

directions of main axes. The homogenized problem given by Eqs. (11) and (12) was solved on the simple 

prismatic geometry, representing small part of osteonal wall. The left side of Fig. 1 illustrates the 

macroscopic solutions (0
f,

0
s,

0
) alongside the y-coordinate of test problem with boundary and initial 

conditions 0
s (x, l, z) = 100, 0

f (x, l, z) = 0,0
f (x, l, z, t) = 10, 0

(x, y, z, 0) = 10. On the right in the  

Fig. 1 is shown recovered microscopic diffusion flux on the RPC Y representing microstructure.  

4. Conclusions  

This work reports on the two-scale modeling of electro-osmosis phenomenon in the cortical bone osteon. 

The microscopic model with only one porosity level was introduced, whereby the flow problem was 

treated as decoupled. The homogenized model enables to describe distribution of voltage in both solid 

and fluid phases and the ionic concentrations at the macroscopic level of bone osteon. By virtue of the 

corrector results, the microscopic distribution of electric fields and concentration fluxes can be recovered. 

   ~ 
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It is possible to assess influence of the geometrical arrangement of the fluid channels in the 

microstructure on the effective material properties and the local electro-osmosis processes. In the further 

research an extension of the model for coupled fluid-solid interaction will be pursued and the role of the 

solid piezoelectricity will be reviewed in the context of the recent work (Lemaire et al., 2011), where an 

alternative upscaling approach was used.  

 

Fig. 1: a) Solutions (
0

f,
0

s,
0
) of homogenized problem;  

b) Recovered microscopic diffusion velocity on the RPC Y. 
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Abstract: This paper deals with the implementation of periodic boundary conditions in homogenization to 

determine effective elastic properties of arbitrary composite systems assuming two specific implementation 

schemes. As an example, the homogenization procedure applied to a composite system with plain weave 

textile basalt reinforcement was examined. The geometry of the analyzed sample was idealized with the help 

of statistically equivalent periodic unit cell. The comparison of the effective properties shows consistency of 

both implementations.  

Keywords:  Periodic boundary conditions, Homogenization, Finite element method, Stress control, 

Strain control. 

1. Introduction 

Even with a large number of various numerical techniques at hand, the finite element method (FEM) is 

still considered to be the most universal method for solving variation formulated problems of physics 

connected to problems of field theory. One of the significant advantages of FEM in the field of continuum 

mechanics is particularly the possibility of solving tasks for universal geometric shapes of the analysis 

domain, universal load and support and also for complex constitutive relations of a material. Herein, FEM 

in adopted to solve the homogenization problem at the level of statistically equivalent periodic unit cell 

(SEPUC) of a textile reinforced composite formulated at the level of yarns, meso-scale. 

In particular, we are concerned with a representative volume element (RVE) having well defined 

geometry and boundary conditions. Since this RVE is assumed periodic, often termed a periodic unit cell 

(PUC), the formulation has to be accompanied by so called periodic boundary conditions. In terms of 

loading, two different approaches can be adopted, stress or strain control loading conditions, to arrive at 

the estimates of effective properties. In terms of numerical implementation, we compare two specific 

ways of implementing periodic boundary conditions here linked to FEln and OOFEM software products, 

respectively (Patzák and Bittnar). 

2. Solution in Terms of Fluctuation Fields - FEln 

First, we consider the FEln software product that allows for a direct application of the load in the form of 

macroscopically constant strain E, or stress Σ . Unlike most commercial software, here the primary 

unknown is the fluctuation part of the displacement field u*, which enables rather straightforward 

implementation of the periodic boundary conditions. This step will be explained as one particular point of 

a general 1st order homogenization scheme discussed next.  

To that end, suppose that the local strain field can be decomposed into the homogeneous, macroscopically 

linear part x EU  and the fluctuation part u*
 such that 

    xxx  uu E . (1) 
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Local strain thus becomes 

    xx  εEε . (2) 

The displacements u* are assumed periodic, the same displacements u* on opposite sides of the unit cell, 

to ensure that the fluctuation part of strain disappears up on volume averaging, i.e. 0ε* , Eε  . 

Introduction of local  xσ  and macroscopic σΣ   stress fields allows us to express the virtual format 

of Hill’s Lemma as  

     ΣExσxε
TT

  . (3) 

The local constitutive law reeds 

       xuxx εσ L . (4) 

Substituting Eq. (4) into Eq. (3) gives 

                ΣEε*ε*Eε*ε*EE
TTTT xxxxxxx   LLL . (5) 

Since E and  xε*  are independent, we can split Eq. (5) into two equations 

       xxxTT
ε*EEΣE LL  , (6) 

          xxxxx
TT

ε*ε*Eε* LL  0 . (7) 

Referring to (Šejnoha and Zeman, 2013) it can be shown that Eq. (6) and (7) are directly applicable when 

prescribing the overall stress Σ . In case of prescribed overall strain E, Eq. (7) reduces to 

        0 xxx ε*ε*E L . (8) 

There are two options how to account for the periodic boundary conditions. If starting directly from  

Eq. (6) and (7) or Eq. (8), the solution is searched in terms of unknown u*. In such a case the periodicity 

of u* is enforced simply by assigning the same code numbers to the associated degrees of freedom of u*. 

However, when using commercial codes implementation of periodic boundary conditions is not that 

straightforward and will be explained in more detail in the next section. 

3. Solution in Terms of Total Fields - OOFEM 

To begin with, assume a three-dimensional rectangular SEPUC with dimensions l (x-direction),  

b (y-direction) and h (z-direction), see Fig. 1. 

 

Fig. 1: Scheme of SEPUC. 
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The macroscopic linear displacements attain the form  
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, (9) 

u1-w4 corresponds to free nodal displacements of the supported nodes, see Fig. 1. The associated strain 

field is then provided by 
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Combining Eqs. (10) and (9) gives 

      zyxxzxyxxzyx uHzEyExEU ,,,, *22  , (11) 

    zyxyzyyzyx vzEyEV ,,,, *2  , (12) 

    zyxzzzyx wzEW ,,,, * . (13) 

The assumption of periodic boundary condition leads to 

 
Aa uuuu  21

, (14) 

 
Bb vvv  3

, (15) 

 
Cc www  4

. (16) 

When macroscopic constant strain is prescribed, the control displacements in the form (11) - (13) need to 

be prescribed while for the stress control conditions, the appropriate averages of stress components can be 

ensured by applying appropriate concentrated forces according to the next equations 

 lhbT
ΣF B . (17) 

4. Evaluation of Effective Properties Using Periodic Boundary Conditions 

As an example, we consider the composite reinforced by plain weave basalt reinforcement, see Fig. 2. 

The actual analysis was performed exploiting the SEPUC in Fig. 1, see (Šejnoha and Zeman, 2013, Vorel 

et al., 2013) for more details.  

The analyzed composite consists of three materials – pores, matrix and basalt reinforcements. At the level 

of SEPUC (meso-scale), the reinforcements are introduced through the homogenized properties of yarns. 

These in turn are found from an independent homogenization procedure carried out first at the level of 

fibers (micro-scale) here employing the Mori-Tanaka averaging scheme (Šejnoha and Zeman, 2013). This 

method builds upon the knowledge of the shape and orientation of the reinforcements, their material 

properties and volume fractions. The resulting homogenized properties of the basalt yarn together with 
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the assumed matrix properties are listed in Tab.1. Tab. 2 then summarizes the effective stiffnesses of the 

entire system obtained for the two loading conditions and the used software products. 

 

 

Fig. 2: a) Real microstructure; b) Discretization to finite elements; c) Two-layer SEPUC. 

 

Tab. 1: Considered material properties. 

E xx E yy E zz G yz G xz G xy ν yz ν xz ν xy

Basalt yarns 53 6.1 6.2 2.6 3.6 3.6 0.3 0.23 0.23

Matrix

Type of 

material
[GPa] [GPa] [-]

0.24

Material property

2.12 0.85  
 

Tab. 2: Elements of stiffness tensor of composite system. 

C 11 C 22 C 33 C 44 C 55 C 66

Feln - strain control 13.162 13.168 0.542 0.328 0.329 1.758

Feln - stress control 13.162 13.168 0.542 0.328 0.329 1.758

OOFEM - strain control 13.540 13.539 0.704 0.372 0.372 1.756

OOFEM - stress control 13.339 13.342 0.695 0.371 0.371 1.753

Homogenization    

procedure

Composite with basalt reinforcement

Stiffness tensor elements [GPa]

 

5. Conclusions 

Four particular approaches were considered in this paper to estimate the effective elastic properties of a 

multi-layered textile composite reinforced with basalt fabric. The solutions performed in terms of the 

fluctuation (FEln) as well as total (OOFEM) displacements were examined. It is evident that both 

formulations deliver almost the same results regardless of the assumed loading conditions. Thus both 

procedures to implement the periodic boundary conditions are equally applicable.  
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Abstract: In this paper the slender system subjected to Euler’s load has been presented. Considered system 

is composed of two elements: pipe and rod. The rod is mounted concentrically with the pipe; in such way that 

the deflection and angle of deflection of pipe and rod are identical. The investigated system is hinged on both 

ends. In the column between pipe and rod the two-parametric elastic element has been placed. Both 

transversal and rotational displacements are being limited by means of this element. In the work static 

problem of considered column was formulated on the basis of minimum total potential energy principle 

(static criterion of instability). Rectilinear  form of static equilibrium is only considered in this paper. On the 

basis of static criterion of instability the bifurcation load (the biggest load at which system is still in the 

rectilinear equilibrium) has been determined in relation to system’s parameters. The parameters of the 

system are as follows: stiffness of translational and rotational springs (elastic layer), flexural rigidity 

asymmetry factor (pipe and rod), parameter of location of elastic layer.  

Keywords: Column, Divergence system, Euler’s load, Two-parametric elastic layer. 

1. Introduction 

Slender systems subjected to both conservative and non-conservative type of loads were the subject of 

many investigations. Euler’s load (Euler, 1744; Uzny, 2011; Sokół, 2014), at which external force does 

not change the direction of action is the most popular one in slender systems. In literature the others types 

of external load of columns loads can be found. Generalized load (Bochenek and Życzkowski, 2004), a 

load with force directed towards the positive or negative pole (Gajewski and Życzkowski, 1969), 

characteristic load (Tomski’s load) (Tomski and Uzny, 2008, 2013a) can be considered as a conservative 

ones. Generalized Beck’s load (Beck, 1952; Tomski and Uzny, 2013b; Langthjem and Sugiyama, 2000) 

and generalized Reut’s (Langthjem and Sugiyama, 2000; Nemat-Nasser and Herrmann, 1966) load can be 

qualified as a non-conservative loads. 

Slender systems can be divided into constructions composed of the identical elements or elements with 

different bending and compression stiffness (Uzny, 2011; Tomski and Uzny, 2008). The second group 

can be characterized by two forms of static equilibrium: rectilinear and curvilinear. The magnitude of 

external load, at which rectilinear form occurs, is changing from zero up to value of bifurcation load. 

Curvilinear form of static equilibrium occurs between bifurcation and critical force. In this type the local 

and global instability phenomenon occurs (Uzny, 2011; Tomski and Uzny, 2008). The regions of local 

and global instability depend on flexural rigidity asymmetry factor. Slender system composed of two 

elements: pipe and rod with different stiffness was researched in work (Uzny, 2011), where a single-

parametric elastic layer was placed between pipe and rod. By means of this element an increase in 

bifurcation load has been achieved (especially in the area of local instability). Additionally in this system 

the change of buckling form; region of local instability is decreasing at greater stiffness of single-

parametric elastic layer.  

The main purpose of this work is to study an influence of two-parametric elastic layer on stability of 

system composed of pipe and concentrically installed rod.  
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2. Problem Formulation and Solution 

Considered column composed of pipe and rod is presented in Fig. 1b (column C2E). The rod is mounted 

concentrically with the pipe; in such way that the deflection and angle of deflection of pipe and rod are 

identical. System is loaded by compressive external force with constant line of action (Euler’s force). The 

investigated system is hinged on both ends as shown in Fig. 1a. In the column between pipe and rod the 

two-parametric elastic element has been placed. Elastic layer was modeled by means of spring system 

which consist of transversal spring (with rigidity CT) and rotational one (with rigidity CR). Location of 

elastic layer is defined by the parameter . In this study, it is assumed that total flexural rigidity of system 

is constant ((EJ)1 + (EJ)2 = (EJ) = idem). Flexural rigidity asymmetry factor is a variable parameter, 

which is defined as follows:  

 
 
 1

2

EJ

EJ
a          (1) 

Bifurcation force of complex system will be compared to critical load of the system composed from the 

pipe only (column C1E) – Fig. 1c. Mathematical model of the investigated complex system (C2E) is 

presented in Fig. 1a. This model consists of four elements. Elements marked with subscripts 11 and 12 

correspond to pipe whereas subscripts 21 and 22 model the rod. Bending rigidities in the mathematical 

model are marked as follows: (EJ)11 = (EJ)12 = (EJ)1 and (EJ)21 = (EJ)22 = (EJ)2. 

 

Fig. 1: Considered systems. 

The problem has been formulated on the basis of the minimum total potential energy principle. 

 0V  (2) 

Potential energy of considered system is as follows: 
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Internal forces in individual elements of mathematical model are determined as (Uzny, 2011): 

 
 

   2111

11
1211

EAEA

EA
PSS


 , 112221 SPSS   (4) 

In equations (4) longitudinal rigidities of individual units are marked as (EA)ij. Geometrical boundary 

conditions of considered column are present below: 

         000 222212122111  lWlWWW ,    0121111 WlW  ,    0222121 WlW   (5a-h) 
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After substitution of (3) into minimum potential energy principle (2) and taking into account geometrical 

boundary conditions (5), the differential equation for unknown static displacement (6) and natural 

boundary conditions (7) were obtained: 
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The solutions of (6) can be presented in the following form: 
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Substitution of solutions (8) into boundary conditions (5), (7) one obtains the system of equations for 

which the matrix determinant is equated to zero; a transcendental equation for bifurcation force Pb. 

3. Results of Numerical Calculations 

The sample of results of numerical calculations is presented in Fig. 2.  

 

Fig. 2: Bifurcation load in relationship to the factor a. 
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Bifurcation load was determined as dependent on flexural rigidity asymmetry factor a. Calculations were 

performed for different values of transversal CT and rotational CR rigidities with  = 0.5 (elastic layer is 

placed on the half of system's length). Non-dimensional parameters, used for more general presentation of 

results of numerical calculations (Fig. 2), are defined as follows: 
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The bifurcation load of column C2E and critical load of C1E system are plotted in Fig. 2. The different 

types of lines were used in order to distinguish buckling modes. The magnitude of flexural rigidity 

asymmetry factor, at which critical force of column C1E is higher than bifurcation force of column C2E, 

corresponds to local instability of considered system. 

4. Conclusions 

In this paper an influence of two-parametric elastic layer on bifurcation load of a slender system 

composed of pipe and rod is presented. It was demonstrated that the increase of transversal rigidity as 

well as rotational one causes an increase of the bifurcation load. Influence of rotational rigidity on 

bifurcation load is noticeable even at smaller value of the flexural rigidity asymmetry factor. Parameters 

of rigidity of the elastic layer have also an influence on buckling mode (curves for column C2E – Fig. 2). 

In the future considered system can be further researched and developed (especially an influence of two-

parametric layer on vibration frequency). 
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Abstract: The reconstruction of the video-kymographic records from the numerical simulation of the vocal 

fold vibration is used for prediction of the type of vocal fold damaged. Three-dimensional (3D) finite element 

(FE) fully parametric model of the human larynx was developed and used for numerical simulation of 

stresses during vibrating vocal folds with collisions. The complex model consists of the vocal folds, 

arytenoids, thyroid and cricoid cartilages. The vocal fold tissue is modeled as a three layered transversal 

isotropic material. The results of numerical simulation of the vocal folds oscillations excited by a prescribed 

intraglottal aerodynamic pressure are presented. The FE contact elements are used for modelling the vocal 

folds collisions and the stresses in the vocal fold tissue are computed in time domain. The damaged of the 

ligament tissue is simulated by the modification of the modulus of elasticity. The video-kymographic records 

are reconstructed for health and damaged vocal folds. The results show significant dynamic stresses in all 

there directions (horizontal, vertical and anterior-posterior). 

Keywords:  Biomechanics of human voice, 3D FE model of human larynx, Vocal fold vibration, Video-

kymographic record. 

1. Introduction 

With regard to the clinical practice, when basic investigative techniques include video-kymographic, the 

question arises of whether the character of vibration recorded by the high-speed camera can be used for 

prediction of the damage to the vocal cords. Therefore, the computer model of the human vocal folds was 

designed enabling to model some pathological situations and voice disorders. Some simplified lumped 

mass dynamic models of phonation can be used for a rough estimate of the impact stress or acceleration 

level depending on various phonation parameters like e.g. prephonatory glottal gap, subglottal pressure 

and fundamental frequency (Horáček et al., 2005). Because the mechanical loading of vocal fold self-

oscillations with collisions is caused by a combination of the aerodynamic, inertial and impact forces and 

moreover, regarding the complicated three-dimensional (3D) structure and material properties of the 

living tissue, is necessary assembled more sophisticated models based on Finite Element (FE) modelling 

enable us to estimate all main normal and shear stresses in the different vocal fold tissue layers in all three 

directions, even if the computational demands on computers and computer time needed are much higher 

and still limited. These models can be used for the evaluation of the correlation between the deformation 

and stresses fields of the vocal fold tissues with the video-kymographic records of the vocal folds 

vibrations. 

2. Methods  

The 3D complex dynamic FE model of the human larynx was developed by transferring the CT image 

data from the DICOM format to the FE mesh. The geometrical configuration of the cross-section of the 

vocal fold was taken according to Hirano (1975). Three layers of vocal fold tissue are considered (Titze, 

2006): epithelium, vocal ligament and muscle with different physical and material properties - see Fig. 1.  
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The developed fully parameterized 3D FE model enables to vary the thickness and material properties of 

the individual layers and to take into account longitudinal pretension and adduction of the vocal folds by 

positioning of the arytenoids and thyroid cartilages – see Fig. 1.  

 

 

 

Fig. 1. Schema of the vocal fold with three tissue layers (left), FE model of the human larynx with the 

vocal folds between the arytenoids and thyroid  cartilages (right). 

The nonlinear elasticity theory for large-strain deformations with the linear transversal isotropic material 

model was used for the vocal fold tissue, where the matrix of the elastic constants in strain-stress relations 

is defined as follows: 
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 (1) 

where Ep = 2 Gp (1+µp) is the Young modulus, μp is the Poisson number and Gp is the shear modulus in 

perpendicular plane xy to the ligament fibers, and analogical constants are denoted by the index l for the 

longitudinal direction z. The tissues material constants considered are summarized in Tab. 1. 

Tab. 1: Nominal values of material constants of individual tissue layers according to Mital (2008) –  

E = Epithelium, L = Ligament, M = Muscle, C = Cartilage, LT = Loose connective Tissue. 

 E L M C LT 

Gp [kPa] 0.530 0.870 1.050 - - 

Gl [kPa] 10 40 12 - - 

μp 0.3 0.3 0.3 0.47 0.4999 

El(ε) [kPa] 26 104 31 - - 

ρ [kgm-3] 1020 1020 1020 1020 1020 

μlp 0.3 0.3 0.3 - - 

2.1. Numerical simulation of vocal folds vibration 

The motion of the vocal folds was numerically simulated for a prescribed intraglottal pressure given by a 

periodic function in the time domain. The intraglottal pressure signal loading the vocal fold surface was 

generated by the 2D aero elastic model (see Horáček et al., 2005) of the vocal folds during the vocal folds 

self-sustained vibrations for the airflow rate Q = 0.179 l/s  the prephonatory glottal half-gap g0 = 0.2 mm 
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and the fundamental frequency F0 = 100.766 Hz, that corresponded to the subglottal pressure  

Psub = 378.4 Pa, and the resulted vocal folds vibration were characterized by the open quotient  

OQ = 0.725, defined as the open time of the glottis divided by the period length of the vocal folds 

vibrations, by the maximum glottis opening GO = 1.27 mm and the maximum impact stress estimated by 

the Hertz theory IS = 1328 Pa.  

2.2. Computed displacement 

The limits of the computed trajectories of the middle cross-section are presented in Fig. 2. These 

deformations can be used for reconstruction of the video-kymograph records of the human vocal fold 

vibration see Fig. 3. The damaged of the vocal fold was simulated by the decreasing of the modulus of 

elasticity of the ligament tissue about 20%.  
 

 

 

Fig. 2: Nominal shape (red full curve) and maximal deformation (blue dotted curves) in the middle cross-

section of the health vocal fold (right), comparison of the reconstructed video-kymograph records for the 

health and damaged vocal fold (right).  

The computed trajectories ux(t), uy(t), uz(t) in the selected nodes of the vocal fold tissue during stabilized 

oscillation cycles are shown in Fig. 2. A very complicated motion is evident. The mucous Rayleigh type 

waves are propagating near the vocal fold surface, especially in the upper part of the vocal fold. The 

maximum value of the peak to peak displacement in the medial (x) direction is about 0.8 mm from and 

inferior-superior (y) direction is about 1.5 mm. The medial displacement in x direction is limited by the 

vocal fold collisions. The anterior–posterior vibration amplitude in z direction is negligible. The 

maximum vibration amplitudes are on the vocal fold surface, the vibration amplitudes are decreasing in 

the deeper tissue layers.  

Tab. 2: Characteristics of vibration for health and damaged vocal fold. OQ=Open Quotient, 

CQ=Close Quotient, ClQ=Closing Quotient, SQ=Speed Quotient, SI= Speed Index and 

frequency of vibration for health and damaged vocal fold 

 

OQ 

t2/t1 

CQ 

1-t2/t1  

ClQ 

t2/t1-1 

SQ 

t3/( t2 – t1) 

SI 

(SQ-1)/(SQ+1) 

f [Hz] 

1/t1 

health 0.633 0.367 0.212 1.990 0.0828 95.24 

damaged 0.724 0.275 0.312 1.319 0.0344 96.9 
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Fig. 3: Reconstruction of the video-kymographic records (top) and the normal stresses and principal 

stresses (bottom) of the health vocal folds. 

3. Conclusions  

The geometry of the parametric 3D FE model of the vocal folds developed as a part of the complex larynx 

model can be easily modified, enabling tuning and optimization procedures for finding proper model 

geometric and material parameters related to the vocal fold vibration characteristics. The results suggest 

that the model enables to predict stresses in the layered vocal fold tissue due to the vibration of the vocal 

folds in phonation regimes with collisions. The motion of the vocal folds excited by periodic intraglottal 

pressure pulses seems to be qualitatively similar to the vibration patterns known from clinical 

observations. From the preliminary results can be concluded that the reconstructed video-kymographic 

records are sensitive enough to the material parameters and geometric reconfiguration of the vocal fold 

and can be used for prediction of the vocal fold damaged.  
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Abstract: The paper describes the results of coarse-grained particle-water mixture measurements in an 

experimental pipeline loop of inner diameter 100 mm. Graded basalt pebbles of mean diameter 11 mm, 

conveyed by water, were investigated. The concentration distribution measurements were carried out with 

application of gamma-ray based device. Presented results refer to the effect of mixture velocity and overall 

concentration on chord-averaged concentration and local concentration distribution in the horizontal pipe. 

The study revealed that the coarse-grained particle-water mixtures were significantly stratified, solid 

particles moved principally close to the pipe invert, for higher and moderate flow velocities saltation 

becomes dominant mode of the sediment transport. 

Keywords:  Particle-water mixture, Horizontal conveying, Coarse-grained slurry, Gamma-ray 

radiometry, Concentration distribution. 

1. Introduction 

Pipeline transport of coarse-grained material is not very frequently used due to the problems of severe 

wear, material degradation, high deposition velocity limit and consequently also operational velocities 

and energy requirement. However, pipeline transport of coarse particles is of potential importance in, e.g. 

mining industry, the Alberta sands petroleum extraction, or for poly-metallic nodules transport from the 

ocean bottom to the surface (Vlasak et al., 2012). The understanding of the slurry flow behaviour makes it 

possible to optimize transport parameters and energy requirements, to improve quality, safety, economy 

and reliability of transport and/or processing of the transported material. The flow of heterogeneous 

slurries in a horizontal pipe may be defined as the flow with an asymmetrical concentration and velocity 

distribution, where a Coulomb friction contributes significantly to the friction losses. A flow pattern with 

a bed layer and a skewed concentration distribution generally exist for these slurries. The first 

mechanistic approach for coarse-grained particle slurry flow was probably that of Newitt et al., (1955), 

who distinguished between velocity dependent fluid friction and velocity independent particle-wall 

friction of the Coulomb type, and defined coarse particle conveyance as flow with a sliding bed and 

particle saltation.  

Wilson (1976) proposed a two-layer model for settling slurries with fully stratified flow pattern, where all 

particles are supposed to be concentrated in the lower portion of the pipe, where concentration approaches 

the loose-packed value, and the Coulombic contribution to particle-wall friction is dominant. In the upper 

layer, only the carrier liquid is presented. Based on experimental data from the large test pipelines of the 

Saskatchewan Research Council (Gillies et al., 1991) the two-layer model was extended for finer 

particles. Because the layers differ in the solids concentration and velocity, there is a difference in the 

mean velocities of the particles and the liquid. Slip between the particles and the liquid results in a 

continuous transfer of energy from the fluid to the particle and from the particle to the pipe wall.  
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A progress in the theoretical description of heterogeneous slurry flow is limited due to the lack of 

experimental data describing the flow behaviour and an inner structure of slurry flow. The study of the 

inner structure of such flow is very difficult, since many well-known techniques suitable to determine the 

inner structure of fluid flow (e.g. LDV, PIV, UVP) can be used in solid-liquid mixtures with strong 

limitations. Description of the slurry flow behaviour and the inner structure are much more complex than 

measurements of overall flow parameters, e.g. the flow rate, pressure drops, mean concentration. 

2. Experimental Equipment and Material 

The experimental pipe loop (see Fig. 1) is suitable for study the effect of mixture velocity and 

concentration on pressure drops in horizontal (A), inclined and vertical (B) pipe sections, which consist of 

smooth stainless steel pipes of inner diameter D = 100 mm. Slurry was prepared in a mixing tank (1) and 

pumped into the test loop by a centrifugal slurry pump GIW LCC-M 80-300 (2) with variable speed drive 

(3). The pressure drops were measured by the Rosemount DP transmitters 1151DP (8) over a broad range 

of mean mixture velocities, from values close to deposition limit velocity about 1 m/s to maximum values 

about 5.5 m/s. The mean velocities were measured by a Krohne magnetic flow meter OPTIFLUX 5000 

(9), mounted in the short vertical section (C) at the end of the loop. The vertical U-tube enables 

evaluation of the delivered concentration of solids. To measure the local concentration the loop is 

equipped with radiometric density meters (10) and a special support controlled by the computer, which 

serves for positioning of both the source and the detector (Krupicka and Matousek, 2012). Transparent 

viewing pipe sections (7) for visual observation were situated just behind the measuring sections in both 

the horizontal and also in inclinable sections. The flow divider (11) allows collection of slurry samples in 

the calibrated sampling tank (5) and measuring of the delivered concentration and flow rate. 

The studied mixtures consist of a narrow particle size distribution graded basalt pebbles (particle 

diameter, d, ranged from 8 to 16 mm, d50 = 11.0 mm, density ρp = 2 787 kg/m3), see Fig. 2. Water was 

used as a carrier liquid and the overall concentration, cv, ranged from 3 to 15% (Vlasak et al., 2013). 

 

                                                

                 Fig. 1: Experimental test loop.                       Fig. 2: The used material, graded basalt pebbles. 

3. Concentration Distribution 

Distribution of the local concentration in the pipe cross-section is one of important parameters for 

understanding the physical mechanism of the heterogeneous mixture flow. It has a great effect on both the 

mixture’s flow behaviour and pressure drops, too. Various methods have been used for measurement of 

the local concentration, e.g. isokinetic sampling, visualisation techniques, electrical resistance or 

radiometric methods.  

From visualization of the coarse-grained mixtures flow we found, that particles slide and rolled along the 

pipe invert for the low mixture velocities. With the increasing mixture velocity individual particles passed 

to the saltation mode and for higher slurry velocities most of particles lifted off the pipe bottom, moved in 

saltation or even suspended mode over the whole pipe cross-section. The particle velocities increased 

with increasing distance from pipe invert; the, velocities of the saltating particles were significantly 

higher than those of the particles sliding or rolling particles moving in contact with the pipe wall. For 

high and moderate flow velocities the saltation becomes very important mode of the particle movement 

(Vlasak et al., 2014). However, most of the particles were concentrated in the lover portion of the pipe 

and moved in saltation mode with intensive rotation and contact with the pipe bottom and walls 

(Lukerchenko et al., 2006).   
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The concentration distribution in the vertical profile of a horizontal pipe section was measured using of a 

radiometric device and the effects of mixture velocity and concentration on the chord-averaged 

concentration in the vertical concentration profile were analysed, see Fig. 3. The concentration profile can 

be divided into two parts. The local concentration tends to approach zero (i.e. practically only the carrier 

liquid) in the upper portion of the pipe, which occupied from about 35 to 65% of the pipe cross-section; 

this area increased with decreasing overall mixture concentration. A nearly linear concentration 

distribution can be recognized in the lower portion of the pipe. A local maximum concentration could be 

observed at height about 10 mm from the pipe invert for higher flow velocities. The concentration in the 

bed layer increased with increasing mean concentration from about 30% to 60%. It was observed that for 

lower velocities and/or higher means concentrations the bed concentration reached about 60% (value 

close to the loose-packed value), what demonstrate formation of movable or stationary bed layer. The 

observed concentration profiles are in good agreement with the profiles measured by Pugh and Wilson 

(1999), Matousek (2009), and Sobota et al., (2009) for mixtures of different solid materials with smaller 

particle diameters. Based on the conducted measurement it is evident that coarse particles tend to occupy 

the bottom part of the pipe, but when mixture velocities extended enough the depositions limit, the solid 

particles moved commonly in the area around the central part of the pipe cross-section.  

To determine the local concentration distribution through the pipe cross-section the parallel projections of 

gamma-ray beams were provided at several angles around the pipe axis (i.e. from 0 to 175° at interval of 

15°), and the collected data were processed by the computer tomography method. Measurement of the 
a               

  
Fig. 3: Vertical profiles of chord-averaged concentration in horizontal pipe. 

 

 
                                    cv =  5.5 %, Vs =2.8 m/s                                  cv =  12.0%, Vs =2.8 m/s 

 
                                    cv =13.6%, Vs =2.0 m/s                                   cv =  12.1%, Vs =3.8 m/s 

Fig. 4: Local volumetric concentration distribution in horizontal pipe section. 
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local concentration maps is rather time consuming; however it made it possible to evaluate the effect of 

the slurry velocity, Vs, and mean concentration, cv, on the solids distribution in the pipe cross-section. 

From the observed local concentration maps, see Fig. 4, it is evident that conveyed particles tend to 

occupy the bottom part of the pipe, and their distribution is practically symmetrical to the vertical plane of 

symmetry. With increasing mixture velocity and concentration values, the measured coarse-grained 

particles moved commonly in the area above the pipe invert, up to central portion of the pipe cross-

section. The observed particle concentration near both lateral walls of the pipe was slightly less than that 

in the central portion of the pipe cross-section. The observed concentration maps are in good agreement 

with the concentration profiles measured for mixtures of different solid materials with smaller particles 

(Sobota et al., 2009). Some errors were detected in regions close to the pipe wall, and especially near the 

pipe top, where probably due to the strong effect of the pipe material on gamma-ray absorption, a higher 

range of errors was detected (there are no reason for increasing concentration near top of the pipe, 

especially for lower flow velocities). 

4. Conclusions 

The effect of slurry velocity and concentration on the flow behaviour of coarse-grained particle – water 

mixtures’ in turbulent regime was studied in horizontal smooth pipe of inner diameter D = 100 mm. The 

visualisation and local concentration measurements revealed that the coarse-grained particle-water 

mixtures in the horizontal pipe section were significantly stratified and sliding or even stationary bed 

layers were formed. The particles moved principally in a layer close to the pipe invert, for higher and 

moderate flow velocities particle saltation became the dominant mode of particle movement. Particles 

were also observed in the central portion of the pipe cross-section. Measurement of the local 

concentration distribution in the horizontal pipe confirmed that for coarse-grained mixtures the local 

concentration tends to approach zero in the upper portion of the pipe (from 35 to 65% of the pipe cross-

section). A nearly linear concentration distribution can be recognized in the lower portion of the pipe. The 

concentration in the bed layer increased with increasing mean concentration, from about 40% to 60%, 

which is close to the loose-packed value, and it demonstrate flow with sliding bed.  
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Abstract: Aeroelastic experiments with the profile NACA0015 were realized in the suction type aerodynamic 

tunnel of the Institute of Thermomechanics, Czech Academy of Sciences, Prague. The profile had two degrees 

of freedom realized in translation and rotation motion and flow velocity was just up its critical value. The 

flow field was measured with interferometry method and the results obtained at the velocity M = 0.23 in the 

flutter regime are presented. The evaluation of interferogramms enabled to determine the components of the 

drag and lift forces. 

Keywords: Aeroelasticity, Flutter, Interferometry, Subsonic flow. 

1. Introduction 

The experimental stand was newly constructed with regard to requirements of optical methods.             

The profile was therefore installed on the plug in the shiftable frame. The chord was 64.5 mm, the center 

of rotation was in 1/3 of the chord length behind the leading edge of the profile. For optical measurement 

the Mach-Zehnder interferometer with the diameter of the visual field 160 mm was used, interferogramms 

were recorded with frequency 1000 frames/s (Hodges et al., 2002; Bernal et al., 2009; Vlček et al., 2013). 

As example, the flutter at M = 0.23 (at M = 0.21 the flutter not occurred) was visualized with 

interferometer using the infinite fringe width. One of these interferogramms is presented in Fig. 1. Forces 

acting on the profile surface and their decompositions into the test section axes are shown. 

 

Fig. 1: Interferogramm of the flow at M = 0.23. 

2. Kinematics of the Profile Motion  

The translation of the profile was registered with mechanical sensors, the angle of attack was evaluated 
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from interferogramms. The profile positions during flutter are in Fig. 2. As in experiments realized 

before, where the flow separation not occurred, the positions parallel to the flow direction in bottom and 

top dead translation positions are close one to other (thick lines). 

 

Fig. 2: Positions of the profile during one period of the flutter. 

The time changes of the translation and angle of attack of the profile are depicted in Fig. 3. The positive 

direction of translation is upwards and the positive direction of the angle is clockwise. The phase shift 

between these quantities is almost half of the period. 

 

Fig. 3: Translation and angle of attack in one period of flutter. 

The relation between the translation and angle of attack of the profile is visible in Fig. 4, where the 

direction of the movement is anticlockwise. The excentricity of the loop position is due to the nonzero 

angle of attack in the profile motionless position. The adjustment of the initial position was possible to 

arrange only after some group of experiments, because it requires also disassembly of optical glasses and 

subsequent adjustment of the optical system. 

 

Fig. 4: Loop generated by the phase shift of translation and rotation. 
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3. Results of Interferogramms Evaluation  

Optical measurement enabled to evaluate the force action of the flow field on the separate parts of the 

body. Here we used the calculation of lift forces acting on lower and upper surface separately and results 

are depicted in Figs. 5 and 7. Upper and lower surface are defined by their position in relation to the 

chord. The force is denoted by F [N], indexes x and y denotes the direction of the force action in the 

direction on of axes x and y; indexes l and u denotes the force action on lower or upper surface of the 

profile. 

 

Fig. 5: Drag components of the profile. 

Drag components acting on the lower and upper surface are in almost opposite phase, therefore the force 

resulting from their summation in Fig. 5 has a bad arranged shape. 

 

Fig. 6: The total drag of the profile determined from the interferogramms. 

Lift components acting on the lower surface Fyl and on the upper surface Fyu and total lift during one 

period and determined from interferogramms are in Fig. 6. 

 

Fig. 7: Lift component acting on the upper surface. 
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Fig. 8: Total lift of the profile during one flutter period. 

The lift unlike the drag has worse arranged components and better arranged total lift. 

4. Conclusion  

The accuracy of the interferometric method is basically limited by the assumption of isentropic flow 

changes, and inside this limitation its accuracy increases with the number of visible fringes. The number 

of fringes increases with flow velocity and with the width of the flow section. The ability of 

interferometric method to measure flutter flow parameters in the same test section in the range of 

velocities M = 0.3 – 0.45 was verified formerly (see also Vlček et al., 2013; Zolotarev et al., 2012, 

Zolotarev 1987). The described experiment was an attempt to check out this method using lower Mach 

numbers in the same, relatively narrow test section. It is shown, that this method is useful for measuring 

flutter flow field in a wide region of flutter parameters. 
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Abstract: Flame tracking is important in the study of flame-wall interaction. Based on flame area, stretch 

angle and flame thickness the wall effect on the flame can be evaluated. The proposed tracking method is 

based on differences in seeding particle density in unburnt and burnt gases. Particle images are recorded 

with a high-speed Particle Image Velocimetry (PIV) system that consists of a high speed CMOS camera and 

high-repetition rate, diode-pumped Nd:YLF laser. The instantaneous flame front is recognizable in the raw 

PIV images and the key task is to detect it automatically with image processing tools. Interaction with the 

wall and an unexpected shift of the wall position during the measurements (due to heating) makes this task 

very challenging. This paper presents a procedure for entire flame front tracking which utilizes generally 

available image processing tools. Several issues in the measurement of the flame front are highlighted and 

their solution or elimination is proposed. 

Keywords:  Flame Tracking, Impinging Jet, PIV, Image Processing.  

1. Introduction 

Flame-wall interaction is important topic for process industry. Its effect is utilized e.g. in impinging jet 

flames for enhancing wall heat flux (Chander and Ray, 2005). It is used for rapid increase in heat flux 

when compared to conventional heating separated to radiant and convective sections. Proper 

understanding can improve design of combustion devices and improve prediction of wall lifetime. The 

flame front itself does not usually reach the wall due to the loss of energy. The wall temperature tends to 

be significantly lower than the ignition temperature of the gas mixture. Therefore, the reaction zone 

cannot reach the wall and the flame is quenched in the thin layer near the wall. Quenching has significant 

influence on the pollutant formation (Li et al, 2010). Effects of quenching can be investigated by varying 

the wall temperature which influences the layer thickness.  

1.1. Flame tracking 

Flame analysis can be performed in several ways. One is 

to track the flame front via image processing algorithms. 

The flame front tracking is based on differences in seeding 

particle density in unburnt and burnt gases. This difference 

in density can be clearly seen in Fig. 1. Some authors have 

suggested to use seeding particles, such as oil or incense 

smoke, (Jeanne et al., 2000) that are visible only in 

unburnt region of the flame or using threshold value with 

no further details on their procedure (Tachibana et al., 

2004; Hartung et al., 2009). Some advanced methods for 

flame front tracking based on Canny filter edge detector 

were developed (Coron et al., 2004), but did not show 

convincing improvements. Our procedure proposes using 

                                                 
*  Ing. Jiří Vondál, PhD.: Institute of Process and Environmental Engineering, Faculty of Mechanical Engineering, Brno 

University of Technology, Technická 2, Brno, CZ, vondal@fme.vutbr.cz 
**  Maikel van der Steen: Department of Process and Energy, Delft University of Technology, Mekelweg 2, 2628CD, Delft, The 

Netherlands, M.vanderSteen@student.tudelft.nl 
*** Dr. Mark J. Tummers, Department of Process and Energy, Delft University of Technology, Mekelweg 2, 2628CD, Delft, The 

Netherlands, M.J.Tummers@tudelft.nl 

 Fig. 1: PIV image of an impinging jet flame. 
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general filters available in many libraries for image processing and therefore is easy to implement.  

2. Experimental |Facility 

The experimental setup consists of a horizontal 

cylindrical stainless steel pipe with an outside 

diameter of 88.9 mm which is convectively cooled by 

air on the pipes’ inner surface. The pipe axis is 

oriented perpendicular to the vertical jet axis. The 

burner fires natural gas premixed with air from a 

copper pipe with an inner diameter of 26 mm with 

open end – see Fig. 2. Seeding particles (aluminum 

oxide) are injected into the mixture by using a 

cyclone seeder. 

The particle image velocimetry system consists of a high-speed CMOS camera (LaVision High Speed 

Star) with 1024×1024 pixels and 12-bit resolution. The laser is a dual oscillator/single head diode pumped 

Nd:YLF Darwin Duo 527-80-M emitting green light with a wavelength of 527 nm. The duration of a 

laser pulse is about 150 ns. The PIV system collected double frame images at a frequency of 1500 Hz. 

The laser sheet is perpendicular to the cooled cylindrical pipe axis and stretches in vertical direction from 

the cooled impingement pipe to the jet exit.  

3. Measurement 

Two different cases were considered in this study. The first is a “cold” case with full (internal) cooling of 

the horizontal pipe which is heated by the impinging flame. The second is a “hot” case without cooling of 

the horizontal pipe. The highest wall temperature as measured by a thermocouple mounted just below the 

inner surface of the pipe is 580 °C for the “hot” case and 178 °C for the “cold” case. For each case several 

data sets were obtained to ensure repeatability and to allow evaluation of statistical quantities. 

Several problems had to be solved to capture satisfying images. One problem was the apparent shift in the 

wall position observed in the images for the cold and hot 

wall temperature. Even when the camera remains in a fixed 

position the wall highlighted by laser sheet appears to have 

increased in diameter by 1.6 mm (36 px). This effect can be 

clearly seen when cold and hot sets of images are compared. 

The shift is not large, but it significantly disturbs the image 

processing and pipe edge detection. This shift might be 

caused by two physical effects, i.e. thermal expansion of 

steel and optical distortion of light rays due to different air 

temperatures. Another difficulty for image processing is the 

masking of wall reflections prior to application of filters. 

Masking is performed by using circles with slightly larger 

diameter than the pipe itself to hide all reflections. Among 

hot and cold wall cases the circle diameter may differ by up 

to 142 px (6.5 mm). It is not only due to wall shift, but also 

due to differences in deposition of the seeding particles on 

the walls which scatters more light towards camera. 

Limiting the amount of laser light reflected by the wall of 

the horizontal pipe was also the key issue. It was solved by 

decreasing the angle between the camera axis and horizontal 

pipe axis. The final setup can be seen in Fig. 2. The 

thickness of the overexposed reflection from wall on 

captured image was reduced to 10 px (0.46 mm). This 

allowed more accurate imaging of seeding particles in the 

near wall region. 

A limiting factor of the proposed image processing method 

Fig. 2: Experimental set-up. 

Fig. 3: Properties of the stretched flame. 
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is the variation in time of the seeding particle density. Ideally, the same seeding density should be used 

for all cases to achieve comparable tracking of flame. The most challenging region for accurate tracking 

is the far side of the flame stretching around the horizontal pipe where the stretch angle is measured (see 

red circle in Fig. 3). 

4. Image Processing 

The aim of image processing is tracking of the flame front and extracting 

characteristics of the flame such as: flame area, stretch angle, thickness of 

the stretching flame, distance of the flame from the cooled wall 

(quenching layer) as indicated in Fig. 3. We aim at assembling the set of 

generally available methods which provide the best results. The suggested 

procedure of the image processing method is illustrated in Fig. 4. It can be 

implemented with e.g. Python SciPy library (Jones et al., 2001) and its 

extension for image processing Scikit-image (Walt, 2013). 

The first step is to remove the background by creating an average image 

from a set of 1000 images followed by its subtraction from each individual 

image. In the second step the overexposed region (caused by reflections 

from the horizontal pipe) and unimportant areas (such as area inside the 

horizontal pipe) of the images are masked (erased). Adaptive threshold 

follows with the lower threshold value obtained from an averaged 

intensity value from rows 500 to 1024 (in bottom part of the image). 

Threshold value is then calculated as:  

     ̅            (1) 

where   ̅is average intensity. 

Equation 1 was obtained by experimental fitting the threshold value to the 

average intensity value in several data sets. All pixels with an intensity 

lower than Th are set to 0 and all pixels with intensity higher than 20 are 

set to 20. This narrows the range of intensity values and improves 

behavior of uniform filtering.  

The uniform filter is a two-dimensional filter implemented as a sequence 

of one-dimensional uniform filters with size 30 px in each axis. This 

blurred image is than further smoothed by a Gaussian filter with standard 

deviation set to 3.  

A binary threshold produces a single solid area of the flame with 

intensity 1, while rest of image has intensity 0. Smaller artifacts, not 

Area masking 

Uniform filter 

Adaptive threshold 

 

Gaussian filter 

Binary threshold 

Small object removal 

Fill holes 

Boundary tracking 

Average image 

subtraction 

Fig. 4: Procedure of the flame 

front tracking. 

Fig. 5: Binary image of the flame. Fig. 6: PIV image with highlighted flame 

boundary. 
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connected to the core of the flame, are removed by small object removal method. The maximum size of 

the object to remove is 15000 px. Only the flame itself remains in the image. However, there may be 

small holes inside the flame due to disturbances in seeding density. Those are removed by fill holes 

method based on binary dilation. The final binary image is shown in Fig. 5. The last step is boundary 

tracking performed on the cleaned binary image. This step highlights the boundary (see final image in 

Fig. 6) and allows us to label the flame with appropriate properties. 

The core body of the flame is tracked well, however, in the stretched part of the flame there are separated 

areas of unburnt gases travelling away from the flame. Those structures influence the detection of the 

stretch angle and may cause a significant overestimation of its value. 

5. Conclusions 

A method is proposed to derive instantaneous flame fronts from raw PIV images. The method enables the 

extraction of valuable data on impinging flames such as: flame area, stretch angle, thickness of the 

stretching flame, distance between the flame and the cooled wall (quenching layer). The method is based 

on the variation of the particle seeding density between (cold) unburnt gases and (hot) combustion 

products. The data processing method was applied to sets of raw PIV images and flame front could be 

detected accurately in both cases.   
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Abstract: Fiber reinforced cement-based composites is a large group of composites with variety of 

properties. The purpose of adding fibers is to overcome the brittleness of the concrete by improving the post-

cracking behavior and enhancing ductility. This paper deals with the group Strain Hardening Cement based 

Composites (SHCC) which exhibits excellent mechanical behavior showing tensile strain hardening and 

multiple fine cracks. The primary objective of the presented research is to verify a developed constitutive 

model. The constitutive model is intended to be utilized for large-scale simulations and thus it must be robust 

and efficient. Therefore, it is necessary to compare the numerical simulations against the experimental data. 

The paper summarizes the studies performed on the shear behavior of reinforced SHCC elements tested on 

beam specimens monotonically loaded by an anti-symmetrical moment. 

Keywords:  Strain Hardening Cement-based Composite (SHCC), Rotating crack model, Damage, 

Shear behavior. 

1. Introduction 

Concrete has been used for many centuries as a safe and durable building material. Two of the main 

advantages of concrete are its high compressive strength and that it can be cast on the construction site 

into a variety of shapes and sizes. The most prominent disadvantages of concrete and other cementitious 

materials are their brittle failure behavior in tension and low tensile strength. The low tensile strength is 

usually compensated for with steel reinforcement, but wide cracks leading to the corrosion of the steel 

reinforcement still occur during the normal use of concrete (Otieno et al., 2010). These cracks lead to 

durability problems and cause structural degradation to occur more rapidly.  

Fiber reinforced cement-based composites is a large group of composites with variety of properties. The 

purpose of adding fibers is to overcome the brittleness of the concrete by improving the post-cracking 

behavior and enhancing ductility. This paper deals with the group Strain Hardening Cement based 

Composites (SHCC) which exhibits excellent mechanical behavior showing tensile strain hardening and 

multiple fine cracks (Li and Wang, 2001; Boshoff and van Zijl, 2007). The primary objective of the 

presented research is to verify a developed constitutive model described in (Vorel and Boshoff, 2012; 

Vorel and Boshoff, 2013). The constitutive model is intended to be utilized for large-scale simulations 

and thus it must be robust and efficient. Therefore, it is necessary to compare the numerical simulations 

against the experimental data. The paper summarizes the studies performed on the shear behavior of 

R/ECC elements tested on beam specimens monotonically loaded by an anti-symmetrical moment (so-

called Ohno method). Two different specimens, with and without stirrups, are assumed (Kabele and 

Kanakubo, 2007; Kabele, 2009). 

2. Computational Model 

In this section the main features of the utilized numerical model are briefly described. The complete 

description and definition of the model can be found in (Vorel and Boshoff, 2012; Vorel and Boshoff, 

2013). The model is implemented in the open source finite element code OOFEM (Patzák and Bittnar, 
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2001) for plane stress elements using a coaxial rotating crack method (RCM) with two orthogonal cracks 

as described in (Han et al., 2003). This numerical approach is classified as the smeared crack model with 

the softening defined by means of the cohesive crack and overlapping crack model (Carpinteri et al., 

2007). 

To model the specific behavior of SHCC in tension, the application of classical constitutive material 

models used for quasi-brittle materials is not straightforward. The employed numerical model is based on 

a rotating crack assumption to capture the strain hardening and softening, the multiple cracking, the crack 

localization and multiple orthogonal crack patterns (Suryanto et al., 2008). In heterogeneous materials 

where micro-cracking occurs prior to the formation of a macro-crack, the rotating crack model may be 

more realistic than the fixed crack model. Micro-cracks are formed orthogonally to the major principal 

stress when the tensile strength is first violated. However, upon rotation of the principal stress axes new 

micro-cracks arise in the “rotated” direction and it is most likely that upon termination of the stress 

rotation, the latter micro-cracks will grow into macro-cracks. This justifies the choice of a rotating crack 

model from a physical perspective. A complete description of the rotating crack model can be found, e.g., 

in (Rots, 1998). Note that the rotating crack model evaluates a given strain state and generates the 

inelastic strain in the principal directions of the strain and does not automatically include the effect of 

Poisson's ratio, as the stress is evaluated on the basis of individual principal strains. 

To allow the residual deformations and to account for the Poisson ratio effect, a new approach is 

employed where the effective principal strain is used to determine the equivalent stress from the 

simplified uniaxial stress-strain diagram. The effective principal strain is based on the principal strain, 

which is free of inelastic deformations caused during the stress state change. The evolution of inelastic 

strain is assumed to be linearly dependent on the previously reached maximum strain for the elastic and 

hardening part and linearly dependent on the crack opening for the softening branch. This simplification 

corresponds well with experimental results (Vorel and Boshoff, 2012).  

3. Numerical Study 

The open source finite element program OOFEM is utilized to perform numerical simulations of selected 

experiments on Ohno beams. The specimens labeled PVA20-00 and PVA20-30 in (Kabele and 

Kanakubo, 2007) with shear reinforcement ratios of 0.0 and 0.3%, respectively, are exploited. Plane stress 

idealization of the problem was adopted. The finite element mesh typically consisted of about 3300 

isoparametric four-node quadrilateral plane-stress finite elements of size around 25 mm. The SHCC 

material is represented by the constitutive model briefly described in the previous section. The material 

parameters summarized in Tab. 1 are obtained by fitting the uniaxial stress-strain diagrams presented in 

(Kanakubo, 2006; Kabele and Kanakubo, 2007; Kanakubo et al., 2007). The main steel bars and stirrups 

are represented by two-node truss elements with the cross-sectional area and position presented in 

(Kanakubo et al., 2007). The Mises plasticity condition with no hardening is assumed for the steel 

(Kanakubo et al., 2007) and an isotropic damage model with exponential softening is assumed for the  

 

Tab. 1: SHCC model parameters. 

General Tension Compression 

Param. Value Param. Value Param. Value 

E      18.41 GPa     3.4 MPa       1.0 MPa 

 0.35      0.0167       0.0035 

      4.1       39.3 MPa 

        4.37 mm         0.23 

     3.0    3.0 

     0.8    0.8 

    
   0.9   

   0.98 

       2.2 
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steel-concrete contact, see (Patzák, 2013) for more details. The strength limit for the interface elements is 

setup to approx. 5 MPa.  

Fig. 1 depicts the overall response of the beams, i.e., the shear load (one third of applied force) vs. 

translational angle (rotation of the side stubs about support pins). The peak load and the pre-peak loading 

part is captured satisfactorily for the beam without shear reinforcement (PVA20-00). However, the beam 

with the shear reinforcement shows a softer response and underpredicts the peak load by 15% when 

compared to the experimental data. This deficiency is attributed to the insufficient description of the steel-

concrete interface due to the utilized interface model. 

 

Fig. 1: Comparison of numerical simulations and experimental data. 

To demonstrate the behavior of the beams at the peak load, Fig. 2 shows the damage magnitude of the 

individual beams. 

 

a) 

 

b) 

Fig. 2: Damage at the peak load for beams: a) PVA20-00, b) PVA20-30. 

4. Conclusions  

Based on the comparison of experiments and numerical analyses, the following conclusions related to the 

shear behavior of utilized numerical model can be drawn. The material model based on the rotating cracks 

appears to be sufficient for the simulation of the shear loaded structural members, as can be seen in Fig. 1. 

However, if the higher shear reinforcement ratio is assumed, the outlined numerical approach 

underpredicts the peak load. This behavior is attributed to the utilized interface model and will be the 

subject of future research. 

Acknowledgement 

The financial support provided by the GAČR grant No. P105/12/P353 is gratefully acknowledged. 

698



 

 5 

References 

Boshoff, W. P., van Zijl, G. (2007) Time-dependant response of ECC: Characterisation of creep and rate 

dependence. Cement and Concrete Research, 37, pp. 725-734. 

Carpinteri, A., Corrado, M., Paggi, M., Mancini, G. (2007) Cohesive versus overlapping crack model for a size 

effect analysis of RC elements in bending, In: Proc. 6th International FraMCoS, Catania, Italy, pp. 655-663. 

Han, T.-S., Feenstra, P., Billington, S. (2003) Simulation of highly ductile fiberreinforced cement-based composite 

components under cyclic loading. ACI Structural Journa, 100, 6, pp. 749-757. 

Li, V., Wang, S. (2001) Tensile strain-hardening behavior of PVA-ECC. ACI Materials Journal, 98, 6,  

pp. 483-492. 

Kabele, P. (2009) Finite element fracture analysis of reinforced SHCC members, in: Proc. of the International 

Conference on Advanced Concrete Materials, Stellenbosch, South Africa, pp. 237-244. 

Kabele, P., Kanakubo, T. (2007) Experimental and Numerical Investigation of Shear Behavior of PVA-ECC in 

Structural Elements, In: Proc. 5th International Workshop on High Performance Fiber Reinforced Cementitious 

Composites (HPFRCC5), Maniz, Germany, pp. 137-145. 

Kanakubo, T. (2006) Tensile Characteristics Evaluation Method for Ductile Fiber-Reinforced Cementitious 

Composites. Journal of Advanced Concrete Technology, 4, 1, pp. 3-17. 

Kanakubo, T., Shimizu, K., Kanda, T., Nagai, S. (2007) Evaluation of bending and shear capacities of HPFRCC 

members toward the structural application, in: Proc. of the Hokkaido University COE Workshop on High 

Performance Fiber Reinforced Composites for Sustainable Infrastructure System, Sapporo, Japan, pp. 35-44. 

Otieno, M. B., Alexander, M. G., Beushausen, H. -D. (2010) Corrosion in cracked and uncracked concrete - 

influence of crack width, concrete quality and crack reopening. Magazine of Concrete Research, 62, 6,  

pp. 393-404. 

Patzák, B. (2013) Material Model Library Manual. Oofem manual, CTU in Prague, Prague, Czech Republic.  

Patzák, B., Bittnar, Z. (2001) Design of object oriented finite element code. Advances in Engineering Software, 32, 

10-11, pp. 759-767. 

Rots, J. (1998) Computational modeling of concrete fracture, Ph.D. Thesis, Delft University of Technology. 

Suryanto, B., Nagai, K., Maekawa, K. (2008) Influence of damage on cracking behavior of ductile fibre-reinforced 

cementitious composite, In: Proc. 8th International Conference on Creep, Shrinkage and Durability of Concrete 

and Concrete Structures, Ise-Shima, Japan, pp. 495-500. 

Vorel, J., Boshoff, W. P. (2012) Numerical modelling of engineered cement-based composites, In: Proc. 18th 

Engineering Mechanics 2012, Svratka, Czech Republic, pp. 1-10. 

Vorel, J., Boshoff, W. P. (2013) Numerical simulation of ductile fiber-reinforced cement-based composite. Journal 

of Computational and Applied Mathematics. Accepted, available online. 

699



 
20

th
 International Conference  

ENGINEERING MECHANICS 2014 

Svratka, Czech Republic, 12 – 15 May 2014 

MODELING AND SIMULATION OF THE RECUPERATIVE HEAT 

EXCHANGER 

S. Wawrzyniak
*
, K. Peszyński

**
 

Abstract: The paper demonstrates mathematic model of the recuperative heat exchanger. System response in 

analytical form was designated by solving differential equations system. Transfer function of analysing 

exchanger was also designated. Based on transfer function, there was performed a simulation of tank treated 

as controlled plant. 

Keywords:  Modelling, Dynamic characteristic, Heat exchanger, Simulation, SCILAB. 

1. Introduction 

The main issue in control system design is an identification of controlled plant. Only for well-recognised 

controlled plant, settable time constants of the control system can be selected in the way that the constants 

will be close to optimum from a specific quality control criteria point of view (e.g. minimum time, 

aperiodic order etc.). The paper demonstrates an example of mathematical modelling of shell tank heat 

exchanger used in Spirits Factories for heat recovery for domestic purposes from produced alcohol. 

 

Fig. 1: Schematic representation of analysing shell tank heat exchanger. 

2. Mathematical Modelling 

2.1. Simplifying assumptions 

Below are presented the basic simplifying assumptions which have to be supplemented in the next stage 

of the modelling process (Cengel et al., 2001): 

 uniform temperature distribution in chambers (lumped parameter), the assumption is made possible 

by using the stirrers (Fig. 1), 

  negligibly small changes in i  mass density (dealing with liquids), 

  negligibly small heat capacity of the wall of inner and outer tank, 

  system is perfectly isolated from the environment (negligible heat losses). 
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2.2. Initial mathematical description 

The coolant (water) flows through outer tank and the cooled liquid (alcohol) flows through inner tank. For 

each tank the motion equations can be determined. Based on above simplifying assumptions, the 

equations can be written as: 

  2
1 2 2 1 1 1 1 2 2 2 2 2 4p p p

d
V c V c V c kA

dt


           (1) 

  4
3 4 4 3 3 3 3 4 4 4 4 2 4p p p

d
V c V c V c kA

dt


           (2) 

where: A  – cooling surface – inner tank surface  2m , k  - heat transfer coefficient 
2

W

m K

 
 

 
, 1 , 2 , 3 , 

4  - temperature  °C  in accordance with Fig. 1, 1V , 2V  – liquid volume in each tank  3m . 

During the following calculations it is assumed that                                          . V1 and V3 are also 

constant. Then                            , 1 = 2, 3 = 4. Therefore, it can be written: 

  2
1 2 1 1 1 1 2 2 2 4p p p

d
m c m c m c kA

dt


        (3) 

  4
3 4 3 3 3 3 4 4 2 4p p p

d
m c m c m c kA

dt


        (4) 

where: 1 1 2m V   – mass of cooled alcohol  kg , 1 1 2m V   – mass flow of cooled factor by the 

exchanger (
-1

kg s ). 

The result is a system of two simplified differential equations that describe the dynamic properties of 

shell tank heat exchanger. To obtain one differential equation that is used for describing the impact of 

changes in the disturbance variables 1  and 3  on the output temperature 2 , first there must be 

determined the temperature 4  from the equation (3) and then this equation must be differentiated in 

terms of time and substituted into equation (4) instead of 4  and 1 . Thus after appropriate 

transformations, the second-order differential equation was obtained in the form of: 

 

1 2 2 4 1 2 3 4

2 2 4 1 2 2

1 2 3 4 1 1 2 4

1 2 3 4 2 1 1 1 1 3 3 3

1 1

1 1

p p p p

p p

p p p p

p p p p

m m c c m c m c
m c m c

kA kA kA

m c m c m c m c
m c m c m c m c

kA kA kA

 

   

    
        

    

    
          

    

 (5) 

Initial conditions for 0t   are 2 2o  , 2 (0) 0  . 

2.3. Analytical solution 

Analysed recuperative heat exchanger (Peszyński et al., 2011) is a very good example of device for 

energy recovery. Into exchanger flows 
-1

1 10kg sm    of warm ethyl alcohol and 
-1

3 15kg sm    of cold 

water. The mass of cooled liquid equals 1 564kgm   and the mass of coolant is 2 200kgm  . Mean 

specific heat of cooled liquid is 1 -1

2 2.85 kJ kg Kpc     while flowing 2 5C H OH  equals 

1 -1

1 2.97kJ kg Kpc     and cooling water is 1 -1

3 4 4.19 kJ kg Kp pc c     . Temperature of cooling water is 

5°C  while heat transfer coefficient equals -2 -15.02kW m Kk    . The size of humidified surface is 

23 mA  . Based on these data the transient function was designated. The function determines the 

temperature of cooled ethyl alcohol if the temperature of the flowing medium increases to 60°C . 

To speed up the calculations, in the first place the constants of differential equation (5) were determined 

and the initial conditions in a steady state were assumed. After substituting the appropriate values, the 

equation was obtained: 

, 
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 -1

2 2 2 1 1 392547.25 10680.45 210.29 153.65 1652.63 62.85 kJ s            (6) 

where: 0t  , 2 2o  , 2 (0) 0  . 

To determine the steady state temperature  2 0  the equation (6) has been used wherein it is assumed 

that the derivatives occurring in the differential equation are zero, therefore: 

2 1 3210.29 153.65 62.85o o o     hence 
2

153.65 50 62.85 5
38°C

210.29
o

  
  . 

Because of the differential equation (6) contains derivative 1  on the right side, therefore the derivative 

has to be eliminated and a new forced initial condition has to be designated  

 2 0t ,         -1

2 1 1

1652.63
0 0 0 0.018 60 50 0.18°C s

92547.25
              . 

The equation (6) can be written as: 

 2 2 2 1 392547,25 10680.45 210.29 153.65 62.85         (7) 

assumed initial conditions: 0t  , 2 (0) 38°C  ,   -1

2 0 0.18°C s    . 

After solving the characteristic equation 
292547.25 10680.45 210.29 0    , two roots were obtained: 

1 0.025   , 2 0.090   . 

Particular solution of the differential equation in constant form of X  for 1 60°C  , 3 5°C   equals: 

210.29 153.65 60 62.85 5X     , 45.3X  . The general integral of the differential equation (7) is: 

0.025 0.090

2 1 2 45.3t tC e C e      

1C  and 2C  constants have been determined from the initial conditions of the equation (7): 

  2 1 20 38 45,3C C     ;  2 1 20 0,18 0,025 0,090C C       

Solving this system of algebraic equations allows to calculate constants: 
1 7,34C   , 

2 0,038C  . 

Function that determines variations of temperature 2  of time was obtained, i.e. motion equation 

(dynamic characteristic of analysing plant). 

   0.025 0.090

2 45.3 7.34e 0.038et tt      (8) 

The value of the temperature in the new steady state was achieved through the calculation of equation 

limit (8) for t  . 

  2 2lim 45,3 o
t

t 


   

3. Simulation 

Simulation of heating processes in exchanger was carried out in SCILAB environment, exactly in Xcos 

graphical editor (Bartoszak, 2012). For this purpose, the mathematical model described above was 

converted to differential form. The initial steady state before the disturbance has been adopted as a 

working point. It is the most common way of properties description used in automatics because it allows 

to create a transfer function of an object. The initial values for the working point are as follows: 

1 50°Co  , 
2 38°Co  , 

3 5°Co  , 
4 11,6°Co  . 

The differential equation (7) takes the form: 

 2 2 2 192547.3 10680.45 210.3 153.65           (9) 

where initial conditions for 0t   are:  2 0 0   and   -1

2 0 0.18°C s    . 

In order to solve a task in differential form, the Laplace transform was used. By applying the principles of 

the transform, equation was obtained in the Laplace transform form 
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          2

2 2 2 2 192547,3 0 10680.45 210.3 153.65s s s s s s    
           (10) 

From equation (10) the image of output function 2 ( )s  was obtained  

  
   1 2

2 2

153.65 92547.3 0

92547.3 10680.45 210.3

s
s

s s

 
   

 
 

 (11) 

After substituting numerical value for  2 0   and taking into account that the size of input changes in 

step form, transfer function was obtained 

 
 

 
2

2

1

1665,85 153,65

92547,35 10680,45 210,3

s s

s s s





 


  
 (12) 

 

Fig. 2: SCILAB simulation: a) flowchart; b) 2 system response; c) differential response of 2  system. 

The equation (12) was moved to SCILAB numerical environment (Fig. 2a). Because of abrupt change of 

alcohol temperature was 1( ) 10 Cs   , at the input of system it was applied the conversion block 

CONST_m = 10. The value defined as the working point was also added to the output value using block 

CONST_m = 38.0. The time course of output changes in the output is shown in Fig. 2b. 

4. Conclusions 

Obtained mathematical model of recuperative heat exchanger was very useful to determine the time 

constants of designed control system. Designation of mathematical model was necessary because ordering 

party, in the view of type and continuity of production, did not allow its determination by using 

experimental methods.  Diagram shown on Fig. 2b was used to determine the time constants by Ziegler 

method. The only verification form of the mathematical model was PID controller tuning. The PID 

controller tuning provided based on the mathematical model created established the assumed quality 

control. 
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Abstract: Catastrophes of reinforced concrete building structures, particularly slab-column structures, 

which happened so far, indicate the necessity of analyzing the behaviour of this type of structures exerted by 

additional loads. The destruction of the supporting zone due to punching and the lack of adequately 

constructed reinforcement may result in a progressive catastrophe. Instructions concerning the prevention 

of such situations are to be found only in CSA A23.3 (2011) and ACI 318 (2004). The present paper deals 

with a model of calculations which permits to assess the values of reserves of the load-bearing capacity 

of the supporting zone after its destruction by punching. The presented considerations are based on results 

of experimental investigations carried out on reinforced concrete models of slab-column connections 

in the scale 1:1. The model of calculations permits to assess the values of the forces of the load, at which 

the bars situated immediately in the supporting zone fail. This model was verified basing on the results 

of experimental investigations, performed on simplified tested models. 

Keywords:  Reinforced concrete structure, Progressive collapse, Punching, Slab-column connections, 

Two-way slabs structural integrity reinforcement, Experimental research. 

1. Introduction 

Slab-column structures are very common and provide an economical structural system. Investigative 

analyses of the behaviour of the supporting zone of slab-column structures within the range of their 

destruction due to punching permitted to develop various methods of calculations in this respect. But over 

the past years several failures of buildings have occurred, resulting in progressive collapses. 

The catastrophes in Boston, in Bailey Crossroads, in Cocoa Beach Florida, in Warsaw, in Mexico City 

and in Switzerland indicate the need of careful designing the reinforced concrete slab-column connections 

in order to prevent a progressive collapse. An inadequately constructed supporting reinforcement may 

result in a complete destruction of the whole structure. 

Some research programs have been carried out to investigate the post-failure behaviour  

of slab-column structures. Research results, and also the technical and engineering procedure 

of modelling a flat slab of reinforced concrete slab-column structures were presented in literature 

(Wieczorek M, 2013, 2014). The application of continuous bottom reinforcement was recommended 

(Mitchell et al., 1979, 1984, 2012) as a practical and economical solution. Melo and Regan (1998) 

reported tests of slabs which were aimed at identifying the type of failure and predicting  

the post-punching resistance. The influence of the top and bottom reinforcement, the size 

of the reinforcing bars, the layout of the reinforcement and the stress-strain characteristics 

of the reinforcement were investigated by Mirzaei (2010). In order to assess accurately the reserve 

of the load capacity of the supporting zone after its destruction due to punching, reinforced concrete 

models of slab-column connections have been investigated in the scale 1:1 (Wieczorek B., 2013, 2014). 

2. Description of the Problem 

In order to assess accurately the reserve of the load capacity of the supporting zone after its destruction 

due to punching, reinforced concrete models of slab-column connections have been investigated 
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in the scale 1:1 (Wieczorek B., 2013, 2014). The column was placed in three different positions 

in relation to the centre of the slab, viz. axially, on the unidirectional and the bidirectional eccentricity. 

Moreover, investigations concerning the load-bearing capacity of bars crossing each other above 

the column were carried out on a simplified model. Similarly as in the case of basic models, the column 

was situated in three different positions. The investigations were performed basing on basic and 

simplified models, which permitted to verify the assumption of possible simplifications of the tested 

models. The conformity of the obtained results on the level up to 5% justifies the statement that 

the results of investigations concerning the load-bearing capacity of slab-column connections based on 

simplified models provides a rather exact approximation. Basing on these investigations of simplified 

models, a numerical model was developed. 

Due to practical reasons it proved to be expedient for the designers to elaborate a model of calculations 

which would make it possible to assess the load-bearing capacity of a slab-column connection, depending 

on the applied reinforcement. 

These considerations were based on the results of investigations performed on a simplified model 

of a slab-column connection (Wieczorek B., 2013). This model consisted of the column element, through 

which passed two bars with a diameter of 16 mm. The test was carried out on a test stand in accordance 

with the diagram presented in Fig. 1. The reinforcing bars were fastened permanently on the test stand 

(Fig. 2), and the load was exerted on the base of the column. The aim of this test was to determine 

the relation between the vertical displacement of the column and the exerted load, and also to determine 

the value of the force of the load, at which the bars passing above the column fail.  

 

a) 

 

b) 

 

Fig. 1: Diagram of the load exerted on the model 

with the arrangement of forces taken into account 

in the model of calculations. 

 Fig. 2: Model situated on the test stand: 

a) Before the test;  

b) After the rupture of the bar. 

The experimental investigations were carried out on reinforcing bars of class C in compliance with the 

Eurocode 2 (2010) with a diameter of 16 mm and an entire length of 2800 mm, the width of the column 

zone amounting to 400 mm. Two different situations of the column versus the test stand were considered, 

viz. axial (l1 = l2 = 1200 mm) and eccentrically equal to 285 mm (l1 = 915 mm and l2 = 1485 mm). 

The model of calculations was constructed basing on the diagram corresponding to the performed tests, as 

shown in Fig. 1. Due to the forced vertical displacement of the column, caused by the load P exerted on 

its base, in the bars crossing the column above there occur, respectively, axial forces N1 and N2, resulting 

from the lengthening of the bars on the left and right-hand side of the column in relation to their initial 

length l1 and l2, measured from the point where the reinforcing bars are fastened to the test stand to 

the point at the edge of the column. 

Basing on the diagram in Fig. 1, an algorithm was derived which permits to determine the values of the 

forces N1 and N2 occurring in the bars. The values of these forces depend directly on the value of the 

vertical displacement of the column and the initial length of the bars, as well as on the physical 

parameters of the reinforcing steel and the diameter of the bars. Besides that, also the horizontal 

interaction of H1 and H2 upon the column were taken into consideration. These forces result from the 

construction of the test stand, ensuring the vertical displacement of the column in the course of testing. 
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3. Synthesis of the Results 

The results of calculations carried out basing on the derived algorithm were compared with the results of 

experimental investigations. The values of the force F obtained in tests were compared with the values of 

the forces N1 and N2. These values and their resultant in the vertical direction Wy=N1y+N2y depending 

on the displacement of the column u have been presented in Fig. 3. The compatibility of the force Wy with 

the force P amounts to 3%. Larger differences in the initial range of displacements up to 170 mm are 

due to matching of the elements of the model with the test stand at the beginning of the tests. 

   

Fig. 3: Graph of changes of the loads as a function of the displacement of the column. 

When investigating the strength of reinforcement steel in order to determine the relation between 

the stresses and deformations, the mean value of the force Nmax was found, at which the bar ruptures. 

In the case of the applied reinforcing bars of the class C with a diameter of 16 mm the value of the force 

Nmax amounted to 130.3 kN. It has been observed that the moment when the highest value of the force 

of the load Pmax occurs, corresponds exactly with the moment when in one of the bars the value 

of the longitudinal force is equal to the value of the force of breaking Nmax, whereas the force in one 

of the other bars is close to the value Nmax. The difference between the forces N1 and N2 amounts then 

to about 5%. Such a compatibility was attained both in the case of an axial and eccentric position 

of the column. 

  

Fig. 4: Graph of changes of the forces Wy 

at different positions of the column. 

Fig. 5: Dependence of the force Wy,max 

on the eccentric position of the column. 

Making use of the elaborated algorithm, the influence of the eccentric position of the column on the value 

of the destructive force Wy,max was analyzed, corresponding to the force of the load Pmax. The position of 

the column was considered, respectively in the eccentric equal to 142.5 mm, 285 mm, 427.5 mm and  

570 mm. The obtained results have been presented in Fig. 4. A linear decrease of the value of the force 

Wy,max was observed when the column was shifted in relation to its axial position (Fig. 5). The relation 

between the value of the force Wy,max and the shift of the axis of the column is denoted by the function 

Wy,max(e)= 10
-7

e
3
 - 5

-5
e

2
 - 0.1168e + 196.05. 

axial position of the column eccentric position of the column 
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4. Conclusions 

The elaborated model of calculations permits to assess the value, of the destructive force Wy,max , at which 

the bars of the reinforcement passing just above the column in its connecting with the slab rupture. 

The value of this force depends on the amount of the applied reinforcement and the length of anchoring 

the reinforcing bars, taking also into account the possibility of an eccentric position of the column with 

regard to the surface of the slab. The application of this model requires, however, very exact information 

about the relation  concerning the applied reinforcing steel. In spite of the assumed simplifications 

in relation to actual slab-column structures, this model provides results rather close to those obtained 

experimentally.  

Basing on already published results of investigations and the performed analyses, as well as the results of 

numerical calculations (Wieczorek B., 2013, 2014), this suggested model of calculations may be used to 

assess preliminarily the reserve of the load-bearing capacity of a slab-column connection after its 

destruction by punching. 

References 

ACI Committee 318 (2011) Building code requirements for structural concrete and commentary, American Concrete 

Institute, United State America. 

CSA Standard A23.3-04 (2004) Design of concrete structures, Canadian Standard Association. 

PN-EN 1992-1-1: 2004/AC (2010) Eurocode 2, Design of concrete structures - Part 1-1: General rules and rules 

for buildings, European Standard. 

Habibi, F., Redi, E., Cook, W.D., Mitchell, D. (2012) Assessment of CSA A23.3 structural integrity requirements 

for two-way slabs. Canadian Journal of Civil Engineering, 39. 

Hawkins, N.M., Mitchell, D. (1979) Progressive collapse of flat plate structures. Journal of the American Concrete 

Institute, 76(7). 

Melo, G. S. S. A., Regan, P. E. (1998) Post-punching resistance of connections between flat slabs and interior 

columns. Magazine of Concrete Research, 50(4). 

Mirzaei, Y. (2010) Post-punching behavior of reinforced concrete slabs. Ph.D. thesis, School of Architecture, Civil 

and Environmental Engineering, Ecole polytechnique fédérale de Lausanne (EPFL), Switzerland. 

Mitchell, D., Cook, W. D. (1984) Preventing Progressive Collapse of Slabs Structures. Journal of Structural 

Engineering, 110(7). 

Wieczorek, B. (2013) Influence of the location of the column on the load capacity of a slab-column connection 

for the inner column after punching, Procedia Engineering, Vol. 57. 

Wieczorek, B. (2013) Idea of a simplified model to determination of the load capacity of and inner slab-column 

connection after its punching, Procedia Engineering, Vol. 65. 

Wieczorek, B. (2013) Load-bearing capacity of reinforcing bars in the zone of the slab-column connection 

determined experimentally and in the result of numerical calculations, Procedia Engineering, Vol. 65. 

Wieczorek B. (2014) Experimental tests for the analysis of a load-bearing capacity of an internal slab-column 

connection after its punching at various positions of the column, Advanced Materials Research „Structural and 

physical aspects of civil engineering”. 

Wieczorek B. (2014) Load capacity of an internal slab-column connection depending on the geometric parameters 

of the reinforcement, Advanced Materials Research „Structural and physical aspects of civil engineering”. 

Wieczorek, M. (2013) Influence of amount and arrangement of reinforcement on the mechanism of destruction 

of the corner part of a slab-column structure, Procedia Engineering, Vol. 57. 

Wieczorek, M. (2013) Investigations concerning the corner part of the reinforced concrete structure 

in the emergency of removing the corner support, Procedia Engineering, Vol. 65. 

Wieczorek, M. (2013) Concept of shell-beam model of slab-column connection based on analysis of the 3D model, 

Procedia Engineering, Vol. 65. 

Wieczorek M. (2014) Comparison experimental tests of behavior of the slab-column structure after removal of the 

corner support with the simplified models describing the mechanism of destruction, Advanced Materials 

Research „Structural and physical aspects of civil engineering”. 

Wieczorek M. (2014) Narrow reinforced concrete slabs after their flexural destruction, Advanced Materials 

Research „Structural and physical aspects of civil engineering”. 

707

http://www.sciencedirect.com/science/article/pii/S1877705813008916
http://www.sciencedirect.com/science/article/pii/S1877705813008916
http://www.sciencedirect.com/science/article/pii/S1877705813008928
http://www.sciencedirect.com/science/article/pii/S1877705813008928


 
20

th
 International Conference  

ENGINEERING MECHANICS 2014 

Svratka, Czech Republic, 12 – 15 May 2014 

NUMERICAL MODELLING OF THE DESTRUCTION 

OF REINFORCEMENT BARS IN THE SUPPORTING  

ZONE OF THE COLUMN 

B. Wieczorek
*
 

Abstract: The destruction of the supporting zone of slab-column structures caused by a breakdown, pulls 

the upper reinforcement in the course of the dropping down of the roof upwards. The only element which can 

deter a further catastrophe is the reinforcement at the bottom, which is not torn off, but even pressed against 

the concrete of the column and the slab. The paper presents the results of laboratory tests performed 

on a simplified model of a slab-column connection. The aim of investigations was to find out at which value 

of the load the destruction of such a connection occurs due to the rupture of the bars above the column. 

Basing on these investigations a numerical model was developed in the ANSYS program. In order to render 

the conditions of connecting the reinforced concrete element with the reinforcement bars in the case of 

considerable deformations, the model was divided into finite elements. In modelling the fragment 

of the connection of reinforcement bars with the concrete and anchoring, the contacting elements were used. 

The obtained results of laboratory tests and the results of numerical calculations permitted to determine 

the relations between the exerted load and the displacement of the column in time and also to determine 

the values of the force at which the breakdown of the bars above the column had taken place. 

Keywords:  Reinforced concrete structure, Slab-column connections, Two-way slabs structural 

integrity reinforcement, Experimental research, Numerical model. 

1. Introduction 

In the light of investigations carried out so far, the mechanical properties and static behaviour 

of the concrete and reinforcement in the zone adjacent to the support of slab-column structures are rather 

well known. The methods of calculations and the principles of design have been elaborated. For the sake 

of safety precise understanding of the behaviour of this type of these zones of structures in the range 

of destructive loads is very important. Instructions concerning the prevention of such situations are to be 

found only in standards: ACI 318 (2004) and CSA A23.3 (2011). 

An inadequately constructed supporting reinforcement may result in a complete destruction of the whole 

structure. Researches have been carried out to investigate the post-failure behaviour of slab-column 

structures. The results of these tests, and also the technical and engineering procedure of modelling a flat 

slab of reinforced concrete slab-column structures were presented in literature (Wieczorek M, 2013, 

2014). The application of continuous bottom reinforcement was recommended (Mitchell et al., 1979, 

1984, 2012) as a practical and economical solution in order to prevent a progressive collapse. The 

reinforced concrete models of slab-column connections with bottom bars passing through the column 

have been investigated (Wieczorek B., 2013, 2014). Based on these investigations the reserve of the load 

capacity of the supporting zone after its destruction due to punching has been accurately estimated. 

2. Description of the Problem 

In investigations (Wieczorek B., 2013, 2014) a model corresponding to the actual behaviour of a slab-

column connection has been applied. Within the frame of these investigations and basing on the obtained 

results, a simplified model of a slab-column connection could be developed, which can be used to 

determine the value of the load at which the reinforcement bars will rupture.  
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The paper presents the results of laboratory tests performed on a simplified model of a slab-column 

connection (Fig. 1). The aim of investigations was to find out at which value of the load the destruction 

of such a connection occurs due to rupture of the bars above the column. The simplified model consisted 

of a column with a cross-section of 400 x 400 mm and a height of 500 mm (Fig. 1), by which passed four 

bars. In each model a bottom reinforcement crossing above the column was constructed of reinforcing 

steel class C (εuk =11.8%, ftk/fyk = 1.196 and fyk =547.1 MPa) (Eurocode 2, 2010). The column was 

situated axially in relation to the centre of the test stand (Fig. 2). 

  

Fig. 1: Diagram of the load exerted on the model. Fig. 2: Model situated on the test stand 

during the tests. 

3. Numerical Model 

Basing on these investigations a numerical model was developed in the ANSYS program (Fig. 3). 

In order to simulate the connection of the reinforced concrete element with the reinforcement bars 

in the case of considerable deformations, at the edges of the model bevels were cut in the shape of quarter 

rounds. In the course of testing, parts of the concrete were loosened and the bars were supported 

on curved arches. 

 

Fig. 3: Numerical model of the analyzed problem. 

While constructing the model, great care was paid to an accurate representation of three kinds 

of the material applied in the investigations, complying with the ANSYS program: 

 anchoring - steel - linearly elastic material, 

 reinforcement bars - steel - ε-σ characteristics in compliance with the diagram, 

 column - concrete - linearly elastic material E = 30 GPa complying with the tests. 

In order to meet the conditions of connecting the reinforced concrete element with the reinforcement bars 

in the case of considerable deformations, the modal was divided into finite elements, applying the 

20-node element SOLID86. In modelling the fragment of the connection of reinforcement bars with the 

concrete and anchoring, the contacting elements TARGET170 and C0UNA174 were used. 

Similarly as in the investigations, the load was in the model exerted on the bottom part of the column in 

one step, divided into substeps, thus obtaining the values of stresses and strains in the nodes of the final 

elements. Thanks to this, similarly as in the case of the tested model, it was possible to get a diagram 

of displacements of the column as a function of the load. The range of the resulting maximum 

displacement in the numerical model is to be seen in Fig. 4. 
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Fig. 4: The range of displacements of the column. 

Below there are maps of the distribution of stresses obtained in the last substep of loading preceding 

the destruction. An exemplary distribution of normal stresses along the axis of the bars in the vicinity 

of the construction of the bar over the column and at the place the anchoring of the bar have been shown 

in Fig. 5. 

  

Fig. 5: Map of the stresses: column and anchoring. 

4. Synthesis of the Results 

The results of laboratory tests and numerical calculations have been compared, permitting to determine 

the dependence of the displacement of the column on the exerted load (Fig. 6). The values of the forces 

due to which the corresponding bars above the columns ruptured have been gathered in Tab. 1. 

 

Fig. 6: Graph of changes in the displacement 

of the column as a function of the load. 

Tab. 1: The values of forces and displacements 

obtained in the tests and the numerical model. 

 
Tested 

model 

Numerical 

model 

Maximum load 

obtained in tests 

394.96 kN 

391.17 kN 

383.91 kN 

379.09 kN 

Displacement 

of the column 

476 mm 

481 mm 

485 mm 

477 mm 

 

The difference in the percentage of numerical calculations in relation to the tests is less than 5%. 

The value of the load causing the rupture of the first bar, calculated numerically, amounts to  

95.9%-98.7% of the value of the force obtained by testing the model. 

Basing on numerical calculations, the stresses were analyzed which occurred in the bars passing through 

the column. The values of the stress in the cross-section of the bar at the spot of its considerable 

constriction (where the bar later ruptured) and in the centre of the span between the column 

and the anchoring was determined at the moment of reading the highest value of the charging force.  
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An analysis of the obtained results indicates a considerable effect of bending on the load-bearing capacity 

of the bars passing through the column. The load-bearing capacity of these bars is additionally affected by 

their bending by about 9%. Simultaneously, also the values of stresses occurring in the cross-section of 

the bar have been compared with the tensile strength of the steel. These stresses amounted to 98.78% of 

the tensile strength ftk. 

The values of stresses permitted to determine the degree of the boundary degradation of the axial force in 

the bar, resulting from the bending of the bar at the point of its contact with the anchoring element of the 

reinforcement or concrete column. This is of essential importance, because in the solution quoted in the 

standard (ACI, 2011, CSA, 2004) this phenomenon has been left out of account, and in calculations only 

the value of the axial force is taken into consideration. The values of the load-carrying capacity  

Fcal = 439.79 kN calculated according to standards is higher than the value obtained by testing. 

5. Conclusions  

Attempts to represent investigative models, the procedure of investigations and the obtained results 

in computer programs are a rather difficult task, due to the lack of information concerning 

all the processes encountered in the course of laboratory tests. The comparison quoted above indicates 

the possibility of constructing a rather good numerical model, which can simulate the aforesaid laboratory 

tests. The obtained numerical model permits to determine exactly the degree of degradation of the load 

capacity in reinforcement bars. 
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Abstract: The paper resents the results of a numerical analysis of the corner part of a slab-column structure 

performed on the scale 1:2. The analysis is based on laboratory tests of a reinforced concrete slab 

with dimensions of 4000 × 4000 × 100 mm. The aim of the performed calculations was to illustrate 

the observed phenomena and to provide more detailed information concerning them. The results 

of calculations have been compared with the results obtained in the course of laboratory investigations. 
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1. Introduction 

One of the types of structural systems applied in the construction of buildings are slab-column structures. 

The resistance of such structures to exceptional loads is, however, less than that of other structural 

systems. Therefore, every unusual effect (impacts of vehicles, internal explosions of gas 

or assassinations) may lead to a progressive catastrophe. This phenomenon is characterized by 

the appearance of damages which are unproportional to the incident by which it has been caused. 

Therefore, it is so important to counteract them. From the economical point of view, an optimal solution 

is to secure protect the structure already while it is being designed, either by increasing its reinforcement 

or by changing its arrangement. The aim of the present investigations was to construct a numerical model 

of the corner part of such a slab-column structure. The developed numerical models permitted to 

determine the values of displacements, the deformation of the reinforcement and the reaction 

of the supports. These values were then compared with the results of tests in the laboratory. 

2. Description of the Tested Model and the Test Stand  

The model for these investigations was designed in such a way that it would illustrate in the course 

of testing the behaviour of the corner part of an actual slab-column structure in the scale 1:2. Taking into 

account the axial dimensions of the supports - 3000×3000 mm - a flat reinforced concrete slab was used 

with the dimensions 4000×4000×100 mm (Fig. 1). The reinforcement of the model was determined 

in compliance with the recommendations given in the standard EC2 (2010), taking into account the loads 

quoted in EC1 (2010). The statistically calculated values of the bending moments permitted to determine 

the number and diameter of the reinforcement, which was then constructed in the form of two parallel 

grids. In accordance with the recommendations suggested in standards (CSA, 2004, EC, 2010, GSA, 

2003) and papers (Wieczorek B., 2013, 2014), in the axes of the columns an additional reinforcement was 

provided in order to prevent a development of damages typical for a progressive collapse. The model, 

the distribution of reinforcement and the strength parameters of the applied materials have been described 

in detail in some papers (Wieczorek M., 2013). The test stand consisted of four prefabricated supports 

with a height of 2400 mm, which were fixed to the slab on the floor of the laboratory. On these supports 

the dynamometers measuring the reactions of the support were imbedded in a specially prepared 

clamping. In the place where the loss of support was simulated, instead of prefabricated reinforced 

concrete a hydraulic cylinder with a large extension was applied.  

                                                 
*  Mirosław Wieczorek, PhD.: Department of Building Structures, Faculty of Civil Engineering, Silesian University of 

Technology, Akademicka Street 5; 44-100, Gliwice; Poland, miroslaw.wieczorek@polsl.pl 
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Fig. 1: View of the test stand and the model (Wieczorek M., 2013) (1 – tested model, 2 – prefabricated 

column, 3 – dynamometers measuring the reactions of the supports, 4 – steel rod used to stabilize 

the model vertically, 5 –points of the load application (concrete weights), 6 – hydraulic cylinder). 

3. Description of the Numerical Model  

The phenomenon of destruction of the investigated model presented by M. Wieczorek (2013) is a rather 

complex problem. In every cross-section the element is affected simultaneously by axial forces, bending 

moments and shear forces. Moreover, due to the considerable redistribution of the internal forces 

(large displacements, plastification of the reinforcement, scratching and cracks in the concrete) classic 

methods of calculations cannot be applied. In the numerical analysis dealt with further on two calculation 

models have been taken into account, independently of each other. The geometrical parameters 

and the parameters of strength of the used material were in each of these models the same. Precise data 

may be found in the paper (Wieczorek M., 2013). 

3.1. Description of Model 1 

The Model 1 was developed in compliance with the programme ABC-Slab. This programme permits to 

determine vertical displacements and internal forces in accordance with the assumptions EC2 (both 

concerning the elastic behaviour of the element and after its scratching). In compliance with 

the assumptions EC2 the programme assumes in the calculations characteristics of the strength 

of materials, neglecting in the calculations the effect of axial forces. Calculations of reinforced concrete 

elements in the elastic state are completed when in anyone of the finite elements the value of the tensile 

strength of the concrete is exceeded. Next, the rigidity of each finite element is determined by means 

of the iterative method. The rigidity of scratched elements is determined basing on deformations 

of the reinforcement. 

3.2. Description of Model 2 

The Model 2 constitutes the author’s own suggestion concerning the modelling of strongly deformed 

reinforced concrete structures. Similarly as Model 1 this model was constructed applying the software 

ABC-Slab. In the first stage of the analysis, based on results (Wieczorek M., 2014), the ultimate values 

of the bending moments were determined basing on calculations of the strength according to EC2. 

In the second stage the load was gradually increased by 50 kg (0.5 kN). Then at each increase of the load 

(in each finite element) the obtained values of the bending moments (calculated statically) were compared 

with the ultimate values of the bending moment resulting from calculations of the strength. If the moment 

resulting from statical calculations exceeded the value of the ultimate moment, the rigidity of the given 

finite element was manually changed by reducing its thickness, after which again statical calculations 

were carried out. When the value of the statical moment was less than or equal to the ultimate value, 

its value was increased to the next step of loading. In the case of a higher value of the load, 

the comparison of the values of the moments was repeated and the rigidity of the selected finite elements 

was reduced. 
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4. Results of Laboratory Tests and Numerical Calculations 

The main aim of laboratory tests was to observe the behaviour of the investigated model and to describe 

the mechanism of the damage (Wieczorek M., 2014). Besides that, the reaction of the supports 

and the vertical displacements of the upper surface of the model were automatically measured. Basing on 

observations it has been found that the most reliable points describing the deformation of the whole 

model are the points situated at the corner and in the centre of the investigated field. Fig. 2a (taken over 

from Wieczorek M., 2013) presents diagrams of the vertical displacement of the characteristic points 

in the load function. As the investigations of the model required 60 days and were divided into several 

stages of loading and releasing, Fig. 2a displays perturbations, denoted by the numbers 1÷7. 

In the following stage the values of displacements attained in the course of investigations and numerical 

calculations have been gathered in Fig. 2b. As the next stage, the values of displacements attained 

in the tests and numerical calculations have been gathered in Fig. 2b,c. The reaction of the supports was 

measured at eight points (Fig. 3a) by means of dynamometers (reaction R1, R2 and R3) and electric 

resistance wire strain gauges which had been glued on the steel rod used to stabilize the model vertically 

(reactions R4, R5, R6, R7 and R8). The obtained results are shown in Fig. 3b, c.  

a) b)   

   

Fig. 2: Results - displacement of the corners and the centre of the slab as a function of the load: 

a) Experimental data (1 ÷ 7 - points of changes in the graph resulting from the disruption 

of investigation); b) Experimental and numerical data of the centre of the slab;  

c) Experimental and numerical data concerning the corner of the slab. 

a) b) c) 

 

  

Fig. 3: Results - support reactions: a) Determining support reactions;  

b) Experimental and numerical values of support reactions under load F = 300 kg (3 kN);  

c) Experimental and numerical values of support reactions under load F = 1300 kg (13 kN). 

5. Summary and Conclusions 

The aim of the analysis dealt with in this paper was to represent the mechanism of destruction 

of the corner part of a slab-column structure in its state of a possible break-down, caused by the removal 

of the support at its corner. This problem is extremely complex due to the material heterogeneity 

of the model (the joining of steel and concrete), the application of nonlinear material models 

(the definition of steel as elastic-plastic material and concrete as elastic-brittle material) 
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and the occurrence of internal forces (axial force, bending moment and shear force) in two directions 

perpendicular to each other. The application of two approaches in the analysis (two different models) 

has made it possible to determine approximately the range in which a satisfying approximation to 

the investigated model could be achieved. The performed analysis leads to the following conclusions: 

 The assumptions governing the calculations of procedures determining the rigidity of reinforced 

concrete elements quote in EC2 permit to attain good results in the elastic range. The non-elastic range 

revealed considerably differing results, decreasing with the growing value of the load. The obtained 

results prove that the algorism of calculations suggested in EC2, based on a regular distribution of the 

scratches, is correct. In the experimental model the formation of scratches depended mainly on local 

parameters. Just preceding the destruction regular (symmetrical) scratches turned up. A drawback of 

the applied model is the impossibility of reading off the values of stresses in the reinforcing bars, 

which can be calculated basing only on the values of the bending moments. 

 The proposed model of calculations (Model 2) has made it possible to get the values of displacements 

much more approximated to the experimental ones than in the case of Model 1. A particularly 

adequate mapping of the results was achieved in the first part of the non-elastic range. In the break-

down situation the obtained values of displacement were almost the same as in Model 1. 

 Each one of all these models permitted to get a very good approximation of the values of the reaction 

of the supports; these latter ones were measured on the supports. The values of reactions measured 

on steel bars with a diameter of 28 mm (stabilizing the model) differ considerably from the values 

resulting from numerical calculations. The reason of these differences is the application of the method 

of measuring the force in a steel bar. This measurement was accomplished by the electric resistance wire 

strain gauges  glued on to the bar, and then measuring its deformation and determining the force 

in the bar. 
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Abstract:  In the course of the exploitation of building structures frequently situations turn up, when 

the structure is not adequately used (it may, for instance, be exposed to considerably greater loads than had 

previously been intended). In the state of an emergency the overload of the structure, essential reserves 

of their load-bearing capacity may turn up in the case of the self-acting work as a flexible strand. The aim 

of calculations was to illustrate and obtain more detailed information concerning the phenomena occurring 

in the course of laboratory tests. The paper presents the results of these calculations, comparing them 

with those obtained by laboratory tests.  

Keywords: Reinforced concrete, Progressive collapse, Failure stage, Numerical analyzes. 

1. Introduction 

The models applied in these investigations were designed as a cut band of a monolithic floor reinforced 

only in one direction. Taking into consideration the distance of the points of supporting equal to 

3740 mm, four identical flat reinforced concrete slabs were made with the dimensions 

3860×480×100 mm. The models were reinforced by bars with a diameter ø8 mm. The transverse 

reinforcement consisted of bars with a diameter of ø8 mm and a spacing of 200 mm. After 210 days these 

models were placed on steel supports (2 in Fig. 1). After the rectification of the models on the supports, 

the main reinforcement was welded onto the steel tension members (3 in Fig. 1). As the last stage 

of preparatory operations the steel tension members were anchored in the floor of the laboratory. The test 

stand and the model, the distribution of reinforcement and the strength parameters of the applied materials 

have been described comprehensively by Wieczorek M. (2014). 

 

Fig. 1: Test stand (Wieczorek M., 2013): 1 - tested element, 2 - steel support,  

3 - steel tension members, 4 - load, 5 - baseline for measuring the displacements. 

2. Description of the Numerical Model  

The phenomenon of destruction of the investigated model presented in the paper (Wieczorek M., 2013) 

can, due to its dimensions, be considered as a two-dimensional problem. In the first stage 

of investigations the tested element there occurs only a bending moment. Due to a horizontal blocking 

in the cross-section besides the bending moment additional longitudinal tensile forces turn up. The value 
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of these forces depends mainly on the mechanical parameters of the applied reinforcing steel (the decisive 

parameter is the ductility of the reinforcing steel). In the numerical analysis, dealt with further on, 

for each investigated model two independent models of calculations were developed, viz.: 

 Models of the type A. These were developed in compliance with the programme ABC-Slab, which 

permits to determine the vertical displacements and internal forces according to the assumptions EC2 

(2010) (both in the range of elastic behaviour of the element and after its cracking). In compliance 

with the assumptions of EC2 the programme applied in the calculations the characteristic strength 

of the materials. Moreover, the programme takes into account in the calculations the effect of axial 

forces. The calculations concerning reinforced concrete elements are completed when the value 

of the tensile strength of the concrete in any finite element is exceeded. Then the rigidity of each finite 

element is determined separately by means of the iterative method. The rigidity of scratched elements 

is determined basing on the deformation of the reinforcement. An examplary view of the numerical 

model is given on Fig. 3. 

 Models of the type B. These models were developed in the programme ANSYS (Fig. 4). Similarly as 

in the investigations (Barbosa, 1997; Mahmood and Ibrahim, 2009; Anthony and Wolanski, 2004; 

Willam and Tanabe, 2001, Wieczorek B., 2013), two kinds of finite elements were applied, viz. a solid 

element Solid65 and a rod element Link8. Both of them were assigned with parameters according to 

(Wieczorek M., 2014). The element Solid65 was used to model the concrete (SAS, 2003). This 

element has eight nodes with three degrees of freedom at each: node translations in the nodal x, y, and 

z directions. The element is capable of plastic deformation, cracking in three orthogonal directions, 

and crushing. The element Link8 was used to model steel reinforcement (SAS, 2003). This element is 

a 3D spar element and has two nodes with three degrees of freedom at each node: translations 

in the nodal x, y, and z directions. This element is capable of plastic deformation. During 

the preparation of the numerical model, the suggestions and the guidelines contained in the scientific 
works (Wieczorek, B., 2014) were used. Also, the methodology of numerical modeling 

the reinforcement bars in concrete which takes into account a plastic state of the destruction 

of the reinforcing steel with high ductility had been applied.  

a) 

 
b) 

 

Fig. 2: Model of testing - arrangement of the reinforcement (Wieczorek M., 2013):  

a) Horizontal projection and longitudinal cross-section; b) Cross-section of the models. 

3. Results of Laboratory Tests and Numerical Clculations 

The main aim of laboratory tests was to observe the behaviour of the investigated models after their 

flexural destruction and to determine the value of the boundary load. After every increase of the load 

the values of vertical displacements of the upper surface of the tested models were read off and also 

the value of deformation of the reinforcing bars. The deformations were measured by means of electric 

resistance wire strain gauges. Fig. 3 and Fig. 4 present examples of views of the constructed numerical 

models previous to and after their being loaded. For each model, diagrams of vertical displacements 

of the upper surface in the function of loading were obtained, which were compared with the results 

of experimental investigations (Fig. 5). The values of the deformation of the reinforcing bars could be 

directly compared only with the results of numerical calculations concerning models of the type B, 

accomplished in the programme ANSYS. Also the values of deformations in models of the type A were 

determined in a simplified way. The deflection of the numerical model was determined at each step 

of calculations based on the assumptions EC2. In the case of a known curvature of the deflection, 

the approximate value of the axial force was determined based on a "chain curve". As the next step, 

717



 

 4 

the values of stresses occurring in the reinforcement were calculated, and basing on material tests 

the corresponding values of deformations were assigned to them. The results of this comparison 

of the numerical values with experimental ones have been presented in Fig. 6.  

a) 

 
b) 

 

Fig. 3: Example of Model type A: a) Supporting manner;  

b) View of the model previous to its deformation and after to its deformation. 

a) 

 
b) 

    
c) 

    

Fig. 4: Example of Model type B: a) Supporting manner;  

b) View of the model previous to its deformation; c) Deformed model. 

 

Fig. 5: Results - displacement of the center of the models as a function of the load. 

a) 

 

       

Fig. 6: Results - strain of the reinforcing bars:  

a) Arrangement of the strain gauges; b) Experimental and numerical data. 

b) 

718



 

 5 

4. Summary and Conclusions 

The aim of the presented analysis was to attempt a numerical mapping of the behavior of narrow 

reinforced concrete slabs in the state of a break-down, brought about by overloading the structure. 

The performed tests, as well as the numerical analysis, confirmed the substance and role of the ductility 

of steel, permitting in some kinds of structures to make use of the reserve of load-bearing capacity, 

resulting from the possible self-realization of behaviour of the tension member in the structural element. 

In the course of performing the numerical analysis it has been found that: 

 The applied procedure of determining the deformation of the bars of the reinforcement, consisting 

in converting the values of the bending moment and axial force into stresses followed by reading off 

the proper value of deformations in the diagram σ-ε. The calculated values obtained were lower 

deformation by 35.12%, 35.93% and 36.52% (respectively in Model 1, Model 2, Model 3 type A) 

from the strains obtained during experimental research. In models type B the differences amounted 

to 18.63%, 18.38% and 19.61%. Such large differences may result from the lack of an adequate level 

of the redistribution of the internal forces occurring in the experimental models, which had not been 

mapped fully in the numerical calculations. Thus, the values of the bending moments are 

considerably larger than those in numerical models of the type A. 

 The values of deformations of the reinforcing bars obtained in the case of the models of type B are 

decidedly closer to the experimental values than those concerning models of the type A. Similarly as 

in the case of models of the type A, it may be assumed that the internal forces in the experimental 

models had undergone a considerable redistribution in comparison with numerical models, where 

such a redistribution did not occur. 

 The differences between the values of displacements encountered in the course of laboratory testing 

and those obtained in numerical calculations may also be due to the applied parameters of the 

strength of concrete. The mechanical parameters of concrete (shear strength, tensile strength, 

coefficient of elasticity, Poisson's ratio), obtained basing on standard tests of the materials, may 

differ from the parameters of the strength of concrete in the models. One of many factors affecting 

the values of the parameters of the strength of concrete in the samples and the investigated models is 

the way of curing of fresh concrete.  
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Abstract: Calculation of stresses in the steel elements subjected to the influence of thermo-mechanical loads 

requires taking into account the influence of temperature on material mechanical properties, including 

stress-strain curve. In this paper, on the basis of Ludwik, Hollomon, Swift and Voce equations, the modelling 

of strain-hardening curves of S355J2H steel considering the influence of temperature is discussed. The 

consideration were made on the basis of experimental results published in the literature as stress-strain 

curves S355J2H steel for selected temperatures. The values of the parameters in the equations of the 

individual models were determined, which allowed to analytical description of the material strain-hardening 

curves. 

Keywords:   Mechanics, Thermomechanics, Modelling. 

1. Introduction 

The modelling of thermo-mechanical states of metals and their alloys requires defining stress-strain 

dependence as the function of temperature. The mathematical modelling of the tensile curves, including 

strain-hardening curves, has been the subject of research and analysis from the beginning of the last 

century. With the development of computer methods and simulation tests, the interest in this problem has 

increased, especially when it comes to modeling of thermo-mechanical states in technological processes 

of metals and their alloys. Then, different models of material strengthening are used and functions are 

sought which combine the temperature with stress-strain curve parameters such as yield stress, 

longitudinal modulus of elasticity or reinforcement modulus. 

2. Mathematical Models of Strain-Hardening Curves 

Ludwik (1909) began modelling of the stress-strain curve and described it with this function: 

 Ln

LK   0  (1) 

where σ represents stress, σ0 yield stress, ε plastic strain, KL and nL are the experimentally determined 

parameters. In turn, Hollomon (1945) suggested a function: 

 Hn

HK     (2) 

Swift (1952) regarding the Hollomon’s law introduced the constant into the strain term: 

 Sn

SK   0  or  
'

0

' Sn

SK    (3) 

where ε0, KS, K’S, nS i n’S are the parameters. 

During the tests of AISI 304 austenitic steel Ludwik’s equation for plastic strains smaller then 0.1 showed 

differences in the experimentally obtained stress-strain curve, Ludwigson (1971) proposed  

a modified form of the Ludwik’s equation: 
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   LL

n

L nKK L

221 exp1   (4) 

In modelling the stran-hardnienig curve at elevated temperatures based on the relationship between stress 

and strain defined by Voce (1948), the following function is used (Sivaprasad et al.,1997): 

   















 


c

s



 1

11 exp1  (5) 

where ε is a plastic strain, σ1 and ε1 represent first measurement of the stress and the strain respectively, 

σs saturation stress, εc strain constant. If ε1 = 0 (limit of applicability of Hook’s law or yield point), then: 

   VVs nK exp  (6) 

where nv = – 1 / εc. 

 

Tab. 1: The values of the parameters in the Hollomon, Ludwik, Swift and Voce equations. 

 Hollomon Ludwik Swift Voce 

T [K] KH [MPa] nH KL [MPa] nL K’S [MPa] n’S ε0 KV [MPa] nV 

373 595.623 0.025 1091.586 0.686 629.030 0.038 0.000552 67.010 -320.757 

473 598.873 0.033 1364.178 0.676 640.770 0.050 0.000470 86.900 -324.231 

573 640.525 0.055 2200.745 0.684 711.770 0.081 0.000405 133.550 -330.040 

673 588.637 0.061 2223.998 0.689 661.720 0.090 0.000393 131.660 -331.900 

773 520.860 0.097 2588.759 0.699 604.110 0.133 0.000281 147.410 -332.185 

873 289.489 0.127 1413.884 0.676 326.120 0.156 0.000156 89.690 -329.945 

973 144.013 0.125 559.759 0.612 156.100 0.145 0.000091 45.900 -337.570 

1023 93.107 0.111 411.527 0.661 103.820 0.138 0.000169 28.020 -325.894 

1073 50.166 0.112 208.059 0.653 54.542 0.134 0.000150 15.130 -311.631 

1123 62.539 0.186 149.298 0.485 56.673 0.162 0.000007 21.380 -325.011 

1173 29.028 0.147 105.904 0.612 29.477 0.151 0.000066 9.300 -310.,561 

 

 

         a) 

 

          b) 
Fig. 1: Strain-hardening curves of structural steel S355J2H at temperatures 373 – 1173 K  

modelled by the equations: a) Hollomon; b) Ludwik. 
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          a) 

 

          b) 
Fig. 2: Strain-hardening curves of structural steel S3 55J2H at temperatures 373 – 1173 K  

modelled by the equations: a) Swift; d) Voce. 

This paper presents an analysis of models of strain-hardening curves of the material as a function of 

temperature for the steel S355J2H based on the results of experimental studies contained in the research 

report Outinen et al. (2001). The parameters of the Hollomon’s, Ludwik’s, Swift’s and Voce’s equations 

for different temperatures were determined (Tab. 1, Figs. 1 and 2). Then the functions of these parameters 

depending on the temperature were determined, which for Swift’s and Hollomon’s present equations  

(7) – (11) and Figs. 3 and 4. The comparison of the stress-strain curves described by Swift and Hollomon 

laws for the temperature 775K with the experimental results and the curves obtained by interpolation 

from 875K and 675K in Fig. 5 is presented. 

a) 
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  
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Fig. 3: Parameters in the Hollomon equation as a function of temperature and suggested models. 
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Fig. 4: Parameters in the Swift equation as a function of temperature and suggested models. 

 

Fig. 5: The comparison of the stress-strain curves 

described by Swift and Hollomon laws for the 

temperature 775K with the experimental results 

and the curves obtained by interpolation. 

3. Conclusions 

The closest approximation of modelled stress-

strain curves to the experimental results was 

achieved through using the Swift’s law, then the 

Hollomon’s and the Voce’s law. Application of the 

Ludwik’s law gives the greatest divergence from 

the experimental stress-strain curves.  

The determined values of parameters for individual 

equations (laws) as a temperature function allow to 

define a stress-strain curve for any temperature and 

represent an alternative solution to the 

interpolation method. 
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Abstract: The popularity of zirconium dioxide has increased among dentists and dental technicians in the 

recent years. Due to its chemical content and mechanical properties, it may successfully replace non-

aesthetic substructures or metal crowns. The article presents the geometry with the dimension of zirconium 

dioxide bars. Two of the most popular glues on the dental care market are presented, as well as a diagram of 

the tested joint. The results acquired are quite scattered, which may have resulted from, among other things, 

the amount of flash, the method of surface preparation or the thickness of the glue joint. Photographs of 

samples with small and large amounts of flash were presented and compared with the resistance of the glued 

joints. 

Keywords:  Zirconium dioxide, Static stretching tests, Glue, Dentistry. 

1. Introduction 

Zirconium dioxide is a ceramic material which has been gaining the attention of dentists since the 90th. 

This is thanks to the fact that its processing is very simple with the use of CAD/CAM systems and 3D 

scanners which allow to create a digital reproduction of the patient's cavities. The method involves 

processing in soft, pre-sintered material, and then full sintering – curing the material in 1400°C for  

8 hours. The crown is then covered with artificial glaze – a ceramic material that imitates the colour of the 

patient’s teeth. There are 3 types of dental crowns: ones with metal, galvanic-ceramic or fully ceramic 

substructure. In order to place a dental crown in a patient's mouth, a dentist must first prepare the natural 

tooth - grind the crown. After processing the tooth, the zirconium crown is glued to the tooth. There are 

two types of dental glues - cements: adhesive and self-adhesive. They difference is in the gluing and 

preparation procedures: in the adhesive type, all ingredients of the glue have to be applied separately, 

which gives the dentist higher control over the glue joint. In the self-adhesive type, two ingredients are 

mixed using a special pad, and then, after mixing, the dentist can proceed to the gluing stage. 

The purpose of this work is to analyse static stretching test results of the glue joint between zirconium and 

stainless steel, for the proposed geometry of samples, in a comparison to the two most frequently used 

glues on the market. 

2. Material and Method 

3M's Cyrkon Lava material, intended for the creation of crowns and bridges in CAD/CAM technology, 

was used for the test. The material supplied by the manufacturer was cut with a Buehler ISOMET 5000 

[POLAND] saw into smaller blocks of 25 mm x 16 mm x 1.87 mm. The elements were then laser cut 

using an Alfalas WS [POLAND] device, with laser settings preventing the overheating of zirconium. 

Such cutting provided 8 1.87 mm x 1.87 mm x 10 mm samples. The samples were then sent to a 

laboratory certified by the manufacturer, where sintering took place. The process involved 8-hour 

treatment in a special furnace in 1400°C. During that time, technological shrinkage of the whole crown 

took place, amounting to about 20% of its volume. After the treatment, the material was show-white and 

exhibited a significant improvement in terms of mechanical properties. Fig. 1 below presents the 
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geometry of the tested samples after sintering. The dimensions of the samples after treatment were  

1.5 mm x 1.5 mm x 8 mm. 

 

Fig. 1: Geometry with the dimensions of the zirconium dioxide bars. 

3. Static Test for Resistance to Extension 

The tested material was 3M ESPE's Cyrkon Lava, which is used in dental clinics to make single crowns,  

3 and 4-point bridges or implant joints. This type of zirconium oxide features high resistance as well as 

perfect and natural look. The material is transparent and biocompatible. Its structure is metal-free. In 

recent years, dental ceramic materials have developed significantly in terms of mechanical properties. 

Glued joints play an important role in the treatment of a patient's mouth. Therefore, the selection of an 

appropriate glue for a given clinical case is of utmost importance. There are many types of cements on the 

dental care market, however their product description is usually insufficient. In order to select a correct 

adhesive it is thus particularly vital to learn the mechanical properties of the given joint. 

The static stretching test was conducted using an Instron 8874 instrument with a tension meter with the 

range of ±5 kN. The speed of relocation of the upper arm (machine actuator) was 0.5 mm/min. The 30 

test samples were made in the form of cuboid 1.5 mm x 1.5 mm x 8 mm bars, as described earlier, and 

were glued to stainless steel with the 3M ESPE RelyX U200 Automix glue and the Kerr Maxcem Elite 

glue. The glues were selected with the aid of dentists and are the most popular products of this type used 

by dental clinics.  

Fig. 2 below presents the diagram of gluing samples, with the joint area marked. 

Fig. 2: Test sample diagram. 

For the aforementioned glues, the gluing process (curing of the glue between two surfaces) requires a UV 

lamp. The joint was cured with a Satelec Mini Led Black UV lamp with the following parameters: power 

– 1250 mW/cm
2
, wavelength 420 – 480 nm, exposure time 10 sec. 

4. Results and Summary 

The purpose of the study was to conduct a static resistance test of the glue joint. The samples were 

divided into two groups, 15 pcs for each of the two glue types: 3M ESPE RelyX U200 Automix and Kerr 

Maxcem Elite. Before the test, each of the samples was checked with a stereoscopic microscope in order 

to determine whether the joint was satisfactory. Test results for the 3M ESPE RelyX U 200 Automix 

Glue joint 
Glue joint 
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cement are presented in Tab. 1, and for Kerr Maxcem Elite - in Tab. 2. Average force values are 63.5 N 

for RelyX and 65.8 N for Maxcem, average tension values were approx. 7 MPa for both materials. The 

high scatter of the results (16% and 14%) may have resulted from various factors influencing the 

resistance of the glued joints. 

Tab. 1: Test results for joint glued with3M ESPE RelyX U200. 

Average force 

value 

Average tension 

value 

Standard 

deviation 

Relative 

standard 

deviation 

63.5 N 7 MPa 10 16% 

 

Tab. 2: Test results for joint glued with Kerr Maxcem Elite. 

Average force 

value 

Average tension 

value 

Standard 

deviation 

Relative 

standard 

deviation 

65.8 7 MPa 7 14% 

 

One of the main components of the glued joint resistance is the size of flash. The effect is related to the 

amount of glue outflow to the edges of the joint, which increases the joint surface. Another factor is the 

method of surface preparation. The glued surfaces must be clean, degreased and oxide-free. Fig. 3a 

presents images of tested samples with small flash, for which stretching resistance was decreased; Fig. 3b 

with large flash, where the resistance was much higher.  

 a)         b) 

Fig. 3: Photographs of the tested samples a) with small flash and b) with large flash. 

The analysis conducted did not fully determine the final resistance of glue joints. It is important to select 

suitable glue thickness for the given joint, and the gluing process should be performed in appropriate 

conditions. The large number of parameters related to quality and resistance means that for a joint with 

specific geometric and material features a suitable joining technique must be applied. In future studies, 

the authors intend to perform static tests for glued joints with flash removed. 
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Abstract: Use of large power boilers requires appropriate distribution of the air - coal particle mixture to 

particular burners. The tests of gas and coal distribution show the problem of their non-uniformity under 

different working conditions of the system. In the paper multi-phase flow models were presented in the 

installation with elbow. In the work three methods: Euler-Euler, Euler-Lagrange and E-L with modification 

were compared with results of experiment. This work shows that the Euler-Euler model seems to be more 

useful for the considered flows. 

Keywords:  CFD, Pneumatic conveying systems. 

1. Introduction 

In the pneumatic conveying systems in power boilers, the solid particle separation in some areas is a 

significant problem. Diversification of concentration and uncontrolled segregation of particles of such 

systems take place in many cases. As a consequence, diversification of propagation, disturbances of the 

combustion process and accelerated erosion of the installation elements may occur (Dobrowolski et al., 

2007, El-Behery et al., 2009, Miller et al., 2009). Moreover in the large power boilers, the required 

distribution of the air-coal mixture to particular burners must be obtained. This problem is very 

significant because of limitation of incomplete combustion losses, furnace elements durability and NOx 

emission. This paper presents numerical calculations of the air-coal dust mixture flow through the 

pipeline with the built-in elbow. The results of calculations for gas and particle separation show the 

problem of non-uniformity of their distribution. It follows that particle distributions to particular outlets 

are non-uniform and vary under different working conditions of the installation (Rajniak et al., 2008, 

Spedding et al., 2007, Woods et al., 2008). The calculations were performed in order to qualitative and 

quantitative comparison of the results for two methods of simulation: the Euler-Lagrange and the Euler-

Euler. The Euler-Lagrange model is usually applied for tests of the multiphase gas-solid particle mixture 

flow. It provides good quality of the results for volume fractions of solid particles not exceeding 12%. 

From the analyzes of elements as elbows, distributors or cyclone separators it appears that in some of 

theirs area the limit value 12% is exceeded (Jaworski et al., 2002). This work shows that the Euler-Euler 

model seems to be more useful for the considered flows (Wydrych, 2010). 

2. Methods  

Presence of the particles in the gas stream influences the gas motion, and this influence depends on the 

particle diameters and concentration. In the simplest case, the mixture motion can be described by 

introduction of the substitute density to the equations of motion. In simulation of motion of the gas-

particles mixture, two approaches are applied (Fokeer et al., 2004): 

 particles are treated as the material points displacing in the space, and their interactions with gas 

and the walls are taken into account (the Lagrange method) (Laín et al., 2012), 

 the particle phase is replaced by the fictitious fluid with suitably defined physical properties (the 

Euler method). 
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Neglecting the phase changes and assuming that both phases are incompressible, and the flow is 

isothermal and stationary, the gas motion can be described in the uniform, generalized conservative form 

(Dobrowolski et al., 2007), containing convection, diffusion and source components. In a consequence we 

obtain: 
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where  is a generalized dependent variable,  is the coefficient of diffusion transport, and the source 

term S contains all the remaining components of the differential. 

In order to calculate turbulence k- model was used with assumption that the flow was fully turbulent, 

and the effects of molecular viscosity were negligible (Kuan et al., 2007). The turbulence kinetic energy, 

k, and its rate of dissipation , are obtained from the following transport equations: 

     kMbk

jk

t

j

i

i

SYGG
x

k

x
ku

x
k

t















































  (2) 

       











 S

k
CGCG

k
C

xx
u

xt
bk

j

t

j

i

i









































 2

231  (3) 

The particle trajectory is calculated according to its motion equation. If the phase density difference is 

very large, the equation of particle motion can be written as (Laín et al., 2012): 
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where mP is mass of the particle and CD is the aerodynamic drag coefficient. 

In the case of simulation of multiphase gas-solid flows, while processes similar to fluidization, the 

heterogeneous Euler-Euler model (the Euler model) is applied. In the case of the Euler model, the 

equations of mass and momentum conservation are similar to the equations for the one phase model 

(Doods et al. 2011). If there is no mass exchange between the considered phases, the equation of motion 

and continuity for phase “k” have a form: 
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The FLUENT program was applied for numerical calculations. It allows to solve the systems of equations 

of mass, gas momentum and the solid phase transport completed with the turbulence model equations. 

Calculations were made according to the Euler-Lagrange method (the EL method) and the Euler-Euler 

method (the EE method). Moreover calculations were made also with use Euler-Lagrange method 

completed by particle turbulence effect and particle shape effect (the ELpl method). 

3. Results and Discussion 

In order to make calculations, the continuous flow systems with elbow were replaced by the calculation 

areas including non-structural calculation meshes. Disintegrated coal particles for diameters dk: 15, 90, 

125, 200 m were tested. The inlet velocity was at level 30 m/s and diameter of the pipe was 1,2 m. In the 

case of the Euler-Lagrange model, when convergence of the velocity field solution is obtained and 

presence of solid particles and coupling between the phases are taken to calculations, trajectories of 

motion of the coal dust particles of density 1300 kg/m
3 

was calculated. From analysis of the trajectories it 

appears that the particles with small diameters move along the paths corresponding to streamlines of the 

gaseous phase. The particles with larger diameters move along to the paths often forming a “cord”. This is 

a reason of local increase of concentration (Borsuk et al., 2006, Fokeer et al., 2004, Wydrych, 2010). This 

effect can cause increase of non-uniformity of the solid phase concentration right after the elbow. The 

centrifugal force causes that bigger solid particle fractions are rejected to the external surfaces of the arcs, 

and next they move as “the cords” of particles. This effect is undesirable because particles segregation 
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causes excessive wear of surfaces of the installation elements in some areas. From comparison of the 

results obtained with different methods it appears that the EL and ELpl models show greater particle 

concentration at the lesser area than the EE model. This difference is a result of including collisions 

between the particles of all the phases into the EE model. In the EL and ELpl models it is neglected. 

Tab. 1: Distributions of concentration for particles 15, 90, 125, 200m in diameters and for all types of 

particle obtained with the EE, EL and ELpl methods. 

 15 90 125 200 All 

 

 

 

EE 

     

 

 

 

EL 

     

 

 

 

EL

pl      

The calculations performed with the Euler-Lagrange (EL, ELpl) and Euler-Euler (EE) methods allowed to 

determine distributions of the disintegrated phase in the outlet section after the tested elbow. In both 

methods, the uniform distribution of velocity was assumed at the inlet section. In the EE method, an 

uniform distribution of particle volume fraction at the level 0.9654 % was assumed at the inlet section. 

Tab. 1 contains distributions of dust particles 15, 90, 125 and 200 m in diameters at the outlet after the 

elbow obtained with the EE, EL and ELpl methods. Maximum results in the table was truncated to 0.3% 

for EE method and to 1 g/(cm
2
s) for EL and ELpl methods. In the presented pictures inner part of elbow 

is located on left side of circles. 

Measurements of the velocity distributions and concentration of dust in the measuring section after the 

elbow were performed in order to determine the real flow conditions. The measurements were performed 

in the working conditions (Dobrowolski et al., 2004). The coal-particle samples in the section before the 

  a)    b)     c) 

d)   e)    f) 

Fig. 1: Distributions of: a) Velocity in [m/s] and concentration in [g/s] for the particles; b) All diameters; 

c) 15, d) 90, e) 125 and f) 200 m obtained with experiment. 

730



 

 5 

separator were drawn with the device for isokinetic suction. Velocity and concentration distributions are 

similarly to obtained by other researchers. After comparison particle concentration distribution obtained 

with experiment and calculations, it appears that particles form “rope” after the elbows. It is especially 

evident for large diameter particles. 

4. Conclusions 

Comparison results let conclude that Euler-Euler is the best method to calculation of gas-particle flow in 

set with elbow. Differences between EE and EL methods are result of interparticle collisions included 

only in Euler-Euler method. Adding this mechanism to Euler-Lagrange method may improve efficiency 

of particles concentration distribution estimation. The EE method gives more uniform results of 

concentration calculations for all the tested particle fractions. Comparison reciprocal correlation for 

distribution of particle’s concentration from experiment with EE, EL and ELpl methods shows that for 

particles 15m from experiment occurrence negative correlation for bigger particles from calculations. 

This phenomenon is a result of filling volumes by large particles, which cause crowding-out effect for 

smaller particles. Authors suggest to introduce a new definition “anti-cord”. 

The observed quantitative differences between theory and experiment can result from the assumed 

simplifications and three-dimensionality of the flow in the tested system. It limits the applicability range 

of the methods used for the measurements of solid particles velocity and concentration. In such situations, 

the results obtained according to the Euler-Lagrange model are incorrect, and the error is a result of 

application of an incorrect method of calculations. In the case of volume fractions of solid particles in gas 

exceeding 12%, the Euler-Euler method (so-called Euler methods) seems to be more useful, and this 

method is recommended to the further investigations. 
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Abstract: The paper demonstrates problems arising during the field balancing of sensitive rotor. This term 

is referred to as rotors of which the response to excitation, expressed as a change of amplitude of vibration 

parameters, is significant after adding to it even small tested or correction masses. 

Keywords:  Dynamic balancing, Resonance vibration, Matrix of influence coefficients, Amplitude-

frequency characteristics, Fourier transform. 

1. Introduction 

A sensitive rotor is referred to as rotor of which response to excitation, expressed as a change of 

amplitude of vibration parameters, is disproportionately high compared to quantity of excitation. This 

occurs usually when rotary frequency of rotor is close to critical frequency. Width of interval in which 

rotor vibrations are approximately resonant, is largely dependent on external anisotropic, i.e. difference in 

stiffness of the foundation in the vertical and horizontal direction. 

Dynamics of asymmetrical rotor with anisotropic bearing was investigated by Black and McTerman 

(Black and McTerman, 1968). Parkinson (Parkinson, 1968) proved that near the resonant frequency phase 

angle as well as vibrations amplitude are dependent on localisation of imbalance. Another particularity 

associated with the stiffness asymmetry of rotor foundation, noticed by Iwatsubo and Nakamura 

(Iwatsubo and Nakamura, 1968), is a domination in amplitude vibration spectrum for doubled synchronic 

frequency when its angular speed is equal to a half of critical speed. Gunter and Trumpler (Gunter and 

Trumpler, 1969) as well as Ehrich (Ehrich, 1992) have done research on the determination of the 

influence of stiffness anisotropy of foundation on the stability of rotor-bearing system. Black (Black, 

1969) and Iwatsubo (Iwatsubo, Tomita, Kawai, 1973) have demonstrated that established vibrations of 

asymmetric rotor under the conditions of resonance can be unstable. 

During analysing the motion of anisotropic rotor Ganesan (Ganesan, 1996; Ganesan, 2000) has stated that 

asymmetric of bearing stiffness leads to vibration instability if the rotational frequency of rotor is higher 

than frequency of its proper vibrations respectively in directions: horizontal (x) and vertical (y). Stable 

vibrations of rotor in x direction prevail in the range of the resonant frequency. At the rotor speed close to 

the critical speed, vibrations in x direction are more stable through effects of imbalance as well as 

asymmetric of systems which at the same time cause motion destabilisation in y direction. The effect of 

non-monotonic trend of increase or decrease in the vibration amplitude, inducted by imbalance, is 

strongly dependent on scale of foundation stiffness anisotropy. 

2. Analysis of the Resonant Vibration of Radial Fan 

Susceptibility of foundation and foundation of the body mainly determine natural vibrations of rotating 

machines because the body and rotor of the machine are usually rigid bodies. Derogation from this rule 

may occur for small fans which housings, in the form of box, are made of thin sheet. 

Such fan was tested because during a test of balancing its rotor, there has been reported very high 

sensitivity to the test mass which has been attached to the disk. The orientation of fan body on the 

platform using rubber mat as a vibration isolator may suggest anisotropic stiffness of foundation, the 
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consequence of which should be rotor vibrations with greater amplitudes in vertical and horizontal 

direction. 

 

a)  b)  

Fig. 1: View of the fan and its 

model. 

Fig. 2: Amplitude-frequency characteristics of rotor vibration 

velocity in direction: a) horizontal, b) vertical. 

 

The rotor disk, with a mass of ~30 kg, is located on the motor shaft. Rotating speed of rotor is  

2950 r·min
-1

. Ultra-harmonic rotational frequency of the motor on the vibration spectrum suggests that 

the system vibrations are non-linear. Similar situation occurs in the case of clearance in the foundation 

system of the rotor or the near resonant frequency. 

Both cases represent a significant impediment to the process of the rotor balancing by using coefficient 

matrix of influence method (Zachwieja, 2011, 2012). Testing the characteristic of rotor vibrations allows 

choosing the most effective way of balancing. Removing the rotor from the resonant vibrations can be 

done by changing the rotational velocity of the rotor, which is the simplest and the most effective 

procedure, or by changing the stiffness of system. Changing mass is the most rarely used.  

  
 

Fig. 3: Time course of system 

response to the impulse 

excitation. 

Fig. 4: Characteristic of 

resonant vibrations of rotor. 

Fig. 5: Image of short-time Fourier 

transform of rotor vibration 

velocity. 

Testing the characteristic of rotor vibrations was brought to the designation of its resonant characteristic 

by impulse excitation. Based on the time course of system response to the impulse excitation (Fig. 3) it 

can be concluded that there is a damping with a relatively high value. It means that stiffness of the rotor 

foundation is specific. 

Amplitude-frequency characteristic of the response indicates the possibility of appearance of a number of 

critical frequencies, of which 13.3 Hz and 53 Hz have the main influence on rotor vibrations (Fig. 4).  

53 Hz frequency is close to rotational frequency of the rotor (Fig. 5). 
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17 Hz 52 Hz 53 Hz 

Fig. 6: The time course of system response to the impulse excitation. 

Numerical analysis confirmed that the free vibration frequency of the rotor with parameters such as those 

of tested object, may correspond to the measured values (Fig. 6). Simultaneous input vibrations with the 

frequency of 52 Hz and 53 Hz cause that the vibrations with the highest amplitudes will be measured on a 

motor bearing on the side of winding cooling disk. Rotor balancing requires two corrections. One of them 

should be rotor disk, the second one should be cooling disk of rotor. However, the second one cannot be 

used for this purpose because of low stiffness and diameter. 

3. Fan Rotor Balancing by Using the Optimisation Amplitudes of Vibration Method in the 

Directions of Measurement 

According to coefficients matrix of influence method, it is assumed that there is a relation between force 

of rotor imbalance and vector of selected vibration parameter:  

 n nN AF  (1) 

where: Fn – imbalance force, Nn – vector of selected vibration parameter for rotational frequency of rotor, 

A - coefficients matrix of influence. 

For rotor with an external anisotropic, the proper way of solving the balancing problem is a technique 

used by the author. It consists in optimising distribution of vibration amplitudes in a way that it will be 

the lowest for the selected directions of measurements. At a specific correction planes and unlimited 

number of measurement planes, coefficients matrix of influence is not a square matrix which means that 

inverse matrix to A matrix does not exist. However, there is a possibility of obtaining a solution to the 

equation (1) in the terms of optimisation. One way is to define Moore-Penrose pseudoinverse of matrix 

which can be used as A
-1

 inverse matrix if the inverse matrix does not exist. A
*
R

nm
 matrix is going to 

be pseudoinverse matrix for A matrix if the condition AA
*
A=A is satisfied. Pseudoinverse matrix 

application causes that vector: 

 n n

 F A N  (2) 

minimises the norm 
2

nn NAF  . Therefore, instead of the equation (1) we will use the formulation: 

 
n n

F A N  (3) 

which allows determining imbalance vector. 

Disk rotor balancing shows its high sensitivity to the change in value of correction masses which is 

characteristic for the near resonant frequency. Location of correction mass was not stable which is also 

symptomatic for resonant frequency. However, the use of optimising method resulted in a decrease of the 

vibration amplitude of cooling disk of rotor bearing which demonstrates its high value with slight 

increase of vibration amplitudes in the rotor disk bearing. 
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Fig. 7: 3D-holospectrum of rotor vibration velocity 

before balancing. 

Fig. 8: 3D-holospectrum of rotor vibration velocity 

after balancing with correction mass 7.5 g. 

4. Conclusions 

Coaxial rotor with a high static imbalance compared to its mass can be balanced to some extent even in 

the resonant area. Achieved balance efficiency under the resonance conditions is usually worse than 

balancing outside those areas. 

Coefficients matrix method is sensitive to the proximity of the resonance area of rotor. Correction masses 

calculated in resonant vibration areas, based on the classic coefficient matrix of influence method, can 

cause increase in rotor imbalance. Discussed case proves that using a proper optimisation allows an 

improvement of the dynamic rotor even under resonant vibrations. 
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Abstract:  The composite construction of annulus fibrous stems from the specific arrangement of collagen 

fibers in the individual lamellar. Structural differences in collagen fiber connections within a single lamellar 

of annulus fibrosus determine the nonlinear mechanical properties of the intervertebral disc. This structure 

of annulus fibrosus facilitates the transfer of loads acting on the spine while ensuring stiffness and strength 

in intervertebral disc. The aim of this study was to build numerical model of single lamellar annulus fibrosus 

on the basis of experimental research. In next stages, the information about the directional mechanical 

properties obtained from numerical simulations would allow explain the mechanism of damage in the 

intervertebral disc. 

Keywords:  Intervertebral disc, Annulus fibrosus, Mechanical properties, Numerical simulations. 

1. Introduction 

Annulus fibrosus consists of a hierarchically organized tissue structure, which is characterized by high 

deformability while transferring loads by the spine. Simultaneously forming part of annulus fibrous 

collagen fiber network, determines the anisotropic mechanical properties in the entire structure 

(Pezowicz et al., 2005, Pezowicz et al., 2006, Fujita et al., 2000). Based on the above, the aim of this 

work was to develop a numerical model of single lamellar intervertebral disc according to the directional 

mechanical properties. The study included the impact of collagen fibers orientation, as the factor 

determining the functioning of the intervertebral disc. 

2. Material and Methods 

The numerical model of a single lamellar annulus fibrosus was developed on the basis of experimental 

study in animal models. 6 anterior parts of nondegenerate intervertebral disc taken from lumbar spine of 

pigs at 9 months of age were used in the experimental study. Blocks of annulus fibrosus were cut in the 

plane of outer lamellar sections in nominal thickness 40÷50 m. An uniaxial tensile test at a constant 

speed of 0.06 mm/s, until rupture, was carried out on the special microtensile device. Specimens were 

kept in NaCl medium in order to preserve comparable conditions tests (Żak et al., 2013). 

Numerical model was generated in several steps. In the first step a rectangular area measuring 2.63 mm 

long and 1.76 mm wide was created. These values are averaging real sample dimensions. Then the area 

was cut into tens of areas by making a series of cuts parallel to the short edge of the area. Distance 

between each cuts was varied randomly within a certain range. Number of cuts was selected 

experimentally and was a result of a compromise between accuracy and the time necessary to carry out 

a simulation using the developed model. A component of vertical lines obtained as a result of first cutting 

operation simulate the main fibers system (Ir) in a single lamellar of annulus fibrosus. In the second 

cutting every area was cut into tens of subareas by making a series of cuts routed at an angle in the range 
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of 95 to 105 degrees relative to the main fibers. A component of lines from second cutting operation 

simulate short fibers system (IIr). 

Arrangement of the main fibers (Ir) in the sample were defined as a random variable in the range ± 30% 

of the distance between the fibers, assuming that all the fibers are evenly distributed. In IIr fibers oriented 

transversely to the main fiber and includes the random distribution and angle. A random arrangement of 

fibers Ir and IIr in numerical model gives larger regularity of the fibers as opposed to the actual model of 

the lamellar annulus fibrosus.  

All lines from both components were discretized using 2-nodes link element. This type of element is used 

in the case of uniaxial tension test, no bending of the element is considered. A component of areas 

obtained during both, first and second, cutting operation simulate an annulus ground substance in which 

the fibers are immersed. Discretization of the areas was carried out using 4-nodes shell element. 

The material properties (Young's modulus and Poisson's ratio) of the fibers and annulus ground substance 

were determined from experimental study and literature (Tab. 1). Two types of fibers were adopted: the 

main long fibers (Ir) and smaller short fibers (IIr) contained between the main fibers. The value of 

Young's modulus of the Ir fiber (EIr) was adopted on the basis of the average values obtained during the 

tensile test in parallel direction to orientation of collagen fibers. On the other hand the Young's modulus 

of the IIr fiber (EIIr) was determined on the basis of the uniaxial stretching in perpendicular direction to 

orientation of collagen fibers 

Tab. 1: The material properties of the fibers and annulus ground substance 

in a single lamellar of annulus fibrosus model. 

 

 ν [-] 

Collagen fibers
(1)

 
EIr  [MPa] 54.37 

0.45 
EIIr [MPa] 0.32 

Annulus ground 

substance 
(2)

 
E0   [MPa] 0.10 0.45 

(1) based on their own experimental data  
(2)

 Schmidt et al., 2010 

In the numerical simulation, the sample was fixed by taking all the degrees of freedom of the nodes 

situated on the edge of the model. The nodes located on the opposite shore were loaded by a displacement 

acting in along or across to long fibers. The procedure of uniaxial tension was carried out iteratively. 

At each step the displacement of the fibers was increasing. Rupture of the fiber elements occurred when 

a certain strain exceeded an experimentally determined value (in parallel direction 60% and in 

perpendicular direction 80%). 

            
            a)                                                                                 b) 

Fig. 1: Comparison of the example F (p) characteristics of a single lamellar annulus fibrosus stretched 

in: a) parallel direction, b) perpendicular direction to orientation of collagen fibers. 
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3. Results 

Results obtained from numerical simulations of the force - displacement characteristics were similar to 

the results obtained experimentally, but were varied in terms of these values (Fig. 1). 

The mechanical characteristics of physiological single lamellar annulus fibrous showed significant 

differences due to the orientation of collagen fibers. Characteristic stages of change in the structure of 

lamellar annulus fibrosus: straightening, tension, loss of cohesion and rupture of collagen fibers (Fig. 2.a) 

could be identified during stretching in parallel direction of the fibers. Contrary to parallel direction of 

stretching in a perpendicular direction structure of annulus fibrosus had a tendency to further 

reorganization and isolating the short fibers with collagen bundles (Fig. 2.b). 

a)                                                      

                             

 

                    b)        

             

Fig. 2: Stages of structural changes in experimental and numerical model of a single lamellar annulus 

fibrosus stretched in: a) parallel direction, b) perpendicular direction to orientation of collagen fibers. 

On the basis of the force and displacement of the sample in the numerical model the value of the ultimate 

force (FUTS) was obtained. A stiffness coefficient (k) were determined based on the slope of the curve 

F(l). Then, the obtained parameters were compared with experimental values which are presented in the 

form of a box-plot graphs and the estimated value of the numerical simulations are marked in blue line 

(Fig. 3). 

The model of sample stretched in parallel direction to the collagen fibers obtained high compliance value 

of the analyzed mechanical parameters (Fig.3.a). The value of the ultimate force (FUTS) in the numerical 

model was 13% smaller than the value in real sample (0.95 ± 0.40 N). The stiffness coefficient in 

numerical model was differed by 12% from the experimental value (1.87 ± 0.73 N/mm). 

The value of ultimate force for the perpendicular direction tensile obtained from experiment 

(14.02 ± 8.26 mN) was 70% higher than from numerical model. In the case of the numerical model 

stiffness coefficient were 7% smaller than the average of experimental value (4.95 N ± 2.68 mN/mm). 

The discrepancy between the experimental and numerical model can be attributed to inhomogenity of the 

biological material, as the strong scattering of the results obtained in experimental study. 
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a)   

b)   

Fig. 3: Comparison of mechanical parameters (stiffness coefficient - k, ultimate force - FUTS) 

in experimental and numerical model of a single lamellar annulus fibrosus stretched in:  

a) parallel direction, b) perpendicular direction to orientation of collagen fibers. 

4. Conclusions 

The knowledge gained from research, have confirmed the anisotropy of annulus fibrosus in animal model 

and indicated that fiber orientation has influence on the mechanical properties. Detailed characterization 

of single lamellar annulus fibrosus allows for the preparation numerical model of the multi lamellar fiber 

structure. In the next stage of the study, presented numerical model will be essential to understand the 

mechanism of damage in intervertebral disc. 
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Abstract: Computer simulations of vehicle running performance create an integral part of research and 

development of new rail vehicles. The simulations allow e.g. optimization of dynamic behaviour of the 

vehicle and it may be possible to use them in the certification process instead of results of some track tests in 

the future. Nowadays, many commercial as well as non-commercial simulation tools are commonly used for 

these purposes. However, verification of the computational model and validation of its results represent the 

most significant problems which must be solved to gain relevant data from the simulations. In the framework 

of solving the R&D project “Competence Centre of Rail Vehicles” of the Technology Agency of the Czech 

Republic, the attention of the work package WP5 is paid to this problem of model validation among others. 

This paper deals with results of simulations of an electric locomotive through curves of various radii which 

were performed by means of four simulation tools (SJKV-L3A, SIMPACK in versions 8900 and 9.4-build65 

and ADAMS/VI-Rail) at three different workplaces (Jan Perner Transport Faculty of the University of 

Pardubice, VÚKV a.s. and ŠKODA Transportation a.s.). The simulation results allow comparison of these 

different models as well as revelation and clarification of problematic aspects of the individual models. 

Keywords:  Rail vehicle dynamics, Comparative simulations, Guiding behaviour, Model validation. 

1. Introduction 

Nowadays, computer simulations are commonly used for the assessment of rail vehicle dynamics in the 

design stage of new vehicles and allow investigation of influence of many parameters on the dynamic 

behaviour of the vehicles (as it is shown e.g. in the paper by Michálek and Zelenka (2013)). It is possible 

to optimize e.g. characteristics of joints (springs, dampers, wheelset guiding etc.) and improve the running 

and guiding behaviour of the vehicle in this way. In the future, the next field of using the computer 

simulations could be the replacement of a certain part of track tests realized in the framework of 

certification process by the simulation results because new drafts of relevant standards (especially a new 

version of the EN 14363) permit such approach which could make the certification process shorter and 

less expensive. During the process of investigation of rail vehicle dynamics by means of computer 

simulations, the question of model validation is very important. Only if a validated computational model 

is used, the simulation results can reliably prove about the dynamic properties of a real vehicle. And in 

case of using the simulation results as a proof of the safety in the certification process, this question 

becomes more important than ever before. 

The model validation is a very demanding process (see e.g. the paper by Polách et al. (2013)) at which it 

is necessary to know how the computational model works. However, a detailed knowledge of algorithms, 

on which the model is based, could be a problem, especially in case of commercial simulation tools. This 

is also the reason why an important part of solving the R&D project “Competence Centre of Rail 

Vehicles” in the work package WP5 is focused on the comparative simulations of rail vehicle running 

performance. More detailed knowledge of different simulation tools, which are being used by the project 

partners, together with clarification of problematic aspects, which occur during the realization of 

computer simulations, should enable easier validation of the models. 
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2. Computational Models  

For purposes of the comparative simulations of vehicle running performance, results of four different 

simulation tools, which are being used by three project partners nowadays, were taken into account: 

 SJKV-L3A, i.e. a version of the original multi-body simulation software SJKV, which has being 

developed at the Detached Branch of the Jan Perner Transport Faculty of the University of 

Pardubice in Česká Třebová, which is intended for simulations of a four-axle electric locomotive 

(more detailed information about this software can be found e.g. in the paper by Michálek and 

Zelenka (2011)). 

 SIMPACK 8900, i.e. an older version of the commercial simulation tool by SIMPACK AG which 

is also being used at the Jan Perner Transport Faculty of the University of Pardubice. 

 SIMPACK 9.4-build65 64 bit, i.e. a newer version of the commercial simulation tool by SIMPACK 

AG which is being used by the company VÚKV a.s. 

 ADAMS/VI-Rail, i.e. the commercial simulation tool by VI-Grade built upon the MSC Software 

product MSC ADAMS which is being used by the company ŠKODA Transportation a.s. 

 

Fig. 1: Model of the locomotive in SJKV-L3A 

by the Jan Perner Transport Faculty. 

 

Fig. 2: Model of the locomotive in SIMPACK 

8900 by the Jan Perner Transport Faculty. 

 

Fig. 3: Model of the locomotive in ADAMS/VI-

Rail by ŠKODA Transportation. 

 

Fig. 4: Model of the locomotive in SIMPACK  

9.4-build65 64 bit by VÚKV. 

A model of a modern four-axle electric locomotive was chosen as a reference vehicle. All the project 

partners had the same input data (parameters of the locomotive, i.e. masses and inertia moments of 

individual constructional parts, characteristics of joints etc.) at their disposal to apply them into their 

models. All the computational models, which were used for the comparative simulations, are depicted in 

Fig. 1 up to Fig. 4. 

In the first stage of realization of comparative simulations, the attention was paid to the guiding behaviour 

of the locomotive. The term “guiding behaviour of a rail vehicle” covers dynamic properties of the 

vehicle during its run through a curve (see the paper Michálek and Zelenka (2011), for example). 

Parameters of the track as well as parameters of the wheel/rail contact and vehicle speed were defined 

uniformly again. Specifically, following parameters of simulations were taken into account: 

 Track with curves with 5 different radii from a range of 250 m up to 1500 m. 

 Ideal track without irregularities. 

 Friction coefficient in wheel/rail contact 0.4. 

 Vehicle speed corresponding to cant deficiency of 130 mm and 165 mm. 

 Wheel/rail contact geometry corresponding to wheelsets with theoretical wheel profiles ORE 

S1002 and track with theoretical rail profiles 60E1 with rail inclination 1:20 and 1:40. 
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3. Simulation Results  

The complete simulation results including their assessment are presented in the report by Zelenka et al. 

(2013). In this stage, only the stable (quasistatic) values of chosen quantities observed during the run of 

the vehicle in full curve were compared. The following quantities were observed: 

 Quasistatic guiding forces acting on each of wheels. 

 Quasistatic wheel forces (wheel loads) acting on each of wheels. 

 Angles of attack of each of wheelsets. 

 Angles of bogie rotation to the vehicle body about the vertical axis. 

 Lateral acceleration on the vehicle body (in its centre of mass). 

 Roll angle of the vehicle body (about its longitudinal axis). 

In Fig. 5, there is shown an example of results of the comparative simulations. There are presented the 

quasistatic values of guiding forces, angles of attack and angles of bogie rotation to the vehicle body 

about the vertical axis in the graphs. These results correspond to the simulations of run through a right 

hand curve with radius of 300 m at cant deficiency of 165 mm (i.e. at speed of ca. 90 km/h); wheel/rail 

contact geometry is determined with the rails 60E1 with inclination of 1:40. It is evident that the 

computational models of all involved project partners provide relatively close results of all the depicted 

quantities in this case. 

 

Fig. 5: Example of results of comparative simulations – quasistatic guiding forces, angles of attack and 

angles of bogie rotation to the vehicle body about the vertical axis during the run through a 300 m curve 

(cant deficiency: I = 165 mm; wheel/rail contact: ORE S1002 – 60E1/1:40). 

On basis of the realized comparative simulations of guiding behaviour of the investigated electric 

locomotive, following observations can be stated: 

 From the point of view of dependency of the observed quantities on the curve radius, all used 

computational models provide similar trends in dynamic behaviour of the locomotive. 

 On the “structural level” (i.e. the behaviour of the vehicle body, whole wheelsets and bogies 

assessed by means of angles of attack and angles of bogie rotation to the vehicle body about the 

vertical axis), all computational models show good agreement in all investigated cases. 

 Generally, the agreement of results of the used computational models is better in case of smaller 

curve radii and the wheel/rail contact geometry corresponding to the rails with inclination of 1:20. 
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4. Conclusions  

This work is focused on results of the comparative simulations of dynamic behaviour of an electric 

locomotive which were performed by means of four different multi-body simulation tools at three 

workplaces in Czech Republic. In the described stage, the attention was paid only to the simulations of 

vehicle running performance in curves on ideal track without irregularities. Regardless, the gained data 

represent a large set of simulation results and show that all the used computational models provide similar 

results which can prove about the dynamic behaviour of a real vehicle. 

However, some differences between the simulation results also occurred, especially in the values of 

quasistatic guiding forces in curves with larger radius. Because all the models show similar dynamic 

properties on the “structural level”, the reason of the different results can rather lie in the mode of 

wheel/rail contact modelling (i.e. processing of the wheel/rail contact geometry, consideration of one-

point vs. multi-point contact, used theory of tangential forces etc.) than e.g. in the modelling of individual 

bodies or joints (springs, dampers etc.). Clarification of these problematic points should create the next 

part of the verification process of the computational models. 

Besides to that, the next work will be focused on comparative simulations of vehicle running performance 

on a real track, i.e. on a track with irregularities. In this way, the rail vehicle dynamics (or more precisely: 

the dynamic behaviour of the computational models) can be assessed more complexly than in case of 

evaluation of the steady (quasistatic) values of observed quantities in curves as it was performed in this 

first stage. Then, the next target will be an investigation of the dynamic behaviour of the computational 

models at higher speeds, i.e. the question of stability of run. 

The general aim of this work is a validation of the computational multi-body models of rail vehicles. The 

last draft of the European standard EN 14363 as well as the UIC Code No. 518:2009 and also e.g. the 

Technical Specification for Interoperability (TSI) of freight wagons (i.e. the Commission Regulation 

(EU) No. 321/2013) permit a substitution of a certain part of the track tests, which have to be performed 

in the framework of the certification process of new or modernized vehicles nowadays, by the computer 

simulations under certain conditions. This so-called “virtual certification” could have a potential to make 

the railway vehicles less expensive and more competitive. However, the model validation, which is based 

on comparison of results of track tests and simulation results, creates an essential condition for the use of 

simulation results in the certification process. Besides to that, all the problems of the model validation 

have not been fully solved yet. Therefore, the comparative simulations realized in the framework of 

activities of the WP5 of the “Competence Centre of Rail Vehicles” and their results should help with the 

model validation by means of clarification of functioning of different computational models at a wide 

range of various conditions. 
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Abstract: The paper deals with mathematical modelling and computer simulation of the seismic deformation 

and dynamic load of nuclear fuel assembly components. The seismic excitation is given by two horizontal and 

one vertical synthetic accelerogram at the level of the reactor pressure vessel suspension in the reactor hall. 

The seismic vibration is investigated by numerical integration method in time domain in two phases – at the 

global reactor level and at the fuel assembly level. Seismic vibration of the nuclear fuel assembly is caused 

by spatial motion of the fuel assembly lower and head pieces fixed in the support plates of the reactor core. 

The modal synthesis method with DOF reduction is used for calculation of the fuel assembly component 

deformations and dynamic load on the level of the spacer grid cells. The presented method is applied for the 

Russian TVSA-T fuel assembly in the WWER 1000/320 type reactor core in NPP Temelín. 

Keywords:  Seismic response, Reactor, Fuel assembly, Condensation. 

1. Introduction 

One of the basic operation conditions of the nuclear reactor and its components is the guarantee of the 

feasible seismic response. The seismic action is most represented by the acceleration response spectra or 

by the synthetic accelerograms corresponding to given response spectra generally for damping value  

2% - 10% (Betbeder-Matibet, 2008). An assessment of nuclear fuel assemblies (FA) behaviour at 

standard and extreme operating conditions belongs to important safety and reliability audit. A significant 

part of FA assessment plays dynamic deformation and load of FA components especial of fuel rods (FR). 

The beam type FA model used in seismic analyses of WWER type reactors (Hlaváč and Zeman, 2010) do 

not enable investigation of seismic deformations and load of FA components. The goal of this 

contribution, in direct sequence at an interpretation of FA modelling, modal analysis and calculation of 

dynamic response caused by pressure pulsation (Hlaváč and Zeman, 2013), is a presentation of the newly 

developed method for seismic analysis of FA components. 

2. Condensed Mathematical Model of the Fuel Assembly  

In order to model, the hexagonal type FA (Fig. 1 and Fig. 2) is divided into subsystems – six identical rod 

segments s = 1, 2, …, 6, centre tube (CT) and load-bearing skeleton (LS). Each rod segment of the 

TVSA-T FA (on Fig. 2 drawn in lateral FA cross section and circumscribed by triangles) is composed of 

52 fuel rods with fixed bottom ends in lower piece (LP) and 3 guide thimbles (GT) fully restrained in 

lower and head pieces (HP). The fuel rods and guide thimbles are linked by transverse spacer grids 

8...,,2,1g  of three types (SG1-SG3) inside the segments. All FA components are modelled as one 

dimensional continuum of beam type with nodal points in the gravity centres of their cross-sections on the 

level of the spacer grids. 

The mathematical model of the rod segment s was derived in the coordinate system (Hlaváč and Zeman, 

2013) 

   6...,,1,55...,,1,,...,,..., ,55,,1  srT

s

T

sr

T

ss qqqq , (1) 
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              Fig. 1: Fuel assembly.                                    Fig. 2: Fuel assembly cross-section. 

where sr ,q  is vector of absolute lateral and bending displacements in nodal points of one rod r (fuel rod 

or guide thimble) in segment s on the level of all spacer grids 8...,,1g . The other subsystems – 

centre tube (CT) and load-bearing skeleton (LS) assembled from six angle pieces (AP) coupled by grid 

rims (GR) – are modelled similarly as one dimensional continua. The vectors sq  of generalized 

coordinates of the subsystems loosed in kinematical excited nodes fixed by means of LP and HP into 

lower (L) and upper (U) support plates, can be partitioned in the form 

 
          LSCTsTTs

U

Ts

F

Ts

Ls ,,6...,,2,1,,,  qqqq . (2) 

The displacements of free subsystem nodes (uncoupled with support plates) are integrated in vectors 
  sns

F Rq . The transformation between displacements of the all kinematical excited nods of the 

subsystems and support plates in their gravity centres can be expressed in the global matrix form 

 
    ULXLSCTsX

s

X

s

X ,,,,6...,,2,1,  qTq . (3) 

The vectors Xq  of support plates ULX ,  absolute displacements result from seismic response of the 

reactor global model (Hlaváč and Zeman, 2010), where the fuel assemblies are replaced by beams. 

The conservative mathematical models of the loosed subsystems in the decomposed block form 

corresponding to partitioned vectors according to (2) can be written as 
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where letters  KM  correspond to mass (stiffness) submatrices of the subsystems. The force subvector 

 s

Cf  expresses the coupling forces between subsystem s and adjacent subsystems transmitted by spacer 

grids. The force subvectors 
 s

Lf  and 
 s

Uf  express the forces acting in kinematical excited nodes. 
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The detailed model of FA has to large DOF number for calculation of seismic response excited by FA 

support plate seismic motion. Therefore we assemble the FA condensed model with reduced DOF 

number. The vectors 
 s

Fq  of dimension sn , corresponding to free nodes of subsystems, can be 

approximately transformed in the form 

 
  LSCTsR sm

sss

ms

F ,,6...,,2,1,  xxVq , (5) 

where ss mn

s

m RV  are modal submatrices compound out of chosen sm  master eigenvectors of 

subsystems fixed in kinematical excited nodes. The second set of equations extracted from (4) for each 

subsystem can be rewritten using (5) and orthonormality conditions 

 
    LSCTss

m

s

ms

F

T

s

m

s

ms

F

T

s

m ,,6...,,2,1,,  ΛVKVEVMV  (6) 

in the form 

               s

C

T

s

m

ULX

X

s

X

s

XFX

s

X

s

XF

T

s

m

ss

m

s tt fVqTKqTMVxΛx  
 ,

,,
 , (7) 

where spectral submatrices ss mm

s

m R
,

Λ  correspond to chosen master eigenvectors in s

m
V . The model 

(7) of all subsystems can be written in the configuration space  sxx   of dimension  smm  as 

           



ULX

XXXX

T

C

T tttt
,

QKQMVxVKVΛx  , (8) 

where global vector of coupling forces between subsystems is 
   FC

s

CC qKff  . Matrix CK  is 

stiffness matrix of all couplings between subsystems derived in monograph Hlaváč and Zeman (2013) for 

Russian TVSA-T fuel assembly and 
    ts

FF xVqq  . Matrices   mn

s

m Rdiag ,Λ , 

  ,,mn

s

m Rdiag  VV  
    s

X

s

XFX diag TMM , , 
      s

ns

X

s

XFX nnRdiag ,48,

, TKK , 

ULX ,  are block diagonal, composed from corresponding matrices of subsystems. Vectors 

  ULXRTT

X

T

XX ,,...,, 48  qqQ  are assembled for eight times repeating support plate 

displacement vectors. 

In consequence of slightly damped FA components we consider modal damping of the subsystems 

characterized in the space of modal coordinates sx by diagonal matrices 
    ss

s Ddiag   2D , where 

 sD  are damping factors of natural modes and 
 s

  are eigenfrequencies of the mutually uncoupled 

subsystems. The damping of spacer grids can be approximately expressed by damping matrix 

CC KB   proportional to stiffness matrix CK . The conservative condensed model (8) can be 

completed in the form 

               



ULX

XXXX

T

C

T

C

T ttttt
,

QKQMVxVKVΛxVKVDx   , (9) 

where  sdiag DD   is block diagonal matrix composed from damping matrices of subsystems. 

3. Seismic Response of the Fuel Assembly Components  

The FA seismic response in coordinates  tx  can be investigated by integration of motion equations (9) 

transformed into 2m differential equations of the first order using standard software (for example ODE45 

in MATLAB code). We obtain the numerical values of the vector  ktx  components in time steps. 

According to (5) we get the vector 
     kss

m

k

s

F tt xVq  for select FA subsystem. 

As an illustration, the time behaviour of lateral deformation of the chosen FR 31r  in segment 3s  

on the level of the spacer grid 8g  in the Russian TVSA-T FA of the WWER 1000/320 type reactors in 
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NPP Temelín (Hlaváč and Zeman, 2010) is presented in Fig. 3. The condensed FA model (9) with 650 

DOF ( 100Sm , 20CTm , 30LSm ) place of original model with 10 832 DOF 

( 1760Sn , 32CTn , 240LSn ), was used for numerical integration. 

 

Fig. 3: Seismic deformation. 

4. Conclusions 

The described method, based on the FA decomposition and modal synthesis method with reduction of 

DOF number, enables to investigate effectively seismic response of the FA components. The FA seismic 

vibrations are caused by spatial motion of the supporting plates in the reactor core transformed into 

displacements of the kinematically excited nodes of the fuel assembly components – fuel rods, guide 

thimbles, centre tube and skeleton angle pieces – linked by spacer grids. 

The developed methodology was used for seismic response of the Russian type nuclear fuel assembly. 

The developed software in MATLAB code is conceived in such a way that enables to calculation of the 

displacements and deformation of the arbitrary FA component on the arbitrary spacer grid level. 
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Abstract: The paper presents an analysis of the drive system of the vibrating dryer. The source of the 

vibration exciting force is two electrovibrators fastened to the body of the dryer. It is possible to change the 

angle of their inclination and size of the unbalanced mass. The mathematical model of the vibrator was 

determined. Also components of excitation were analysed. The results were compared with values of force 

declared by the manufacturer of vibrators. The resulting mathematical model was implemented in the 

SCILAB environment. There were performed many simulations to determine the impact of parameters on the 

magnitude of the force. 

Keywords: Mathematical modelling, Vibrations, Dryer, Drive system, SCILAB. 

1. Introduction 

Drying is one of the basic technological operations applied before storage of seeds. The moist seeds tend 

to form lumps. As a result of this process a drying air flows through wide channels and does not flow 

precisely around drying seeds (Blechman, 1971; Luyben, 1996). To reduce this phenomenon the research 

on the use of vibrating dryers for drying seeds are carried out. It is hypothetically assumed that this type 

of dryer allows unifying the structure of drying deposit and thereby energy efficiency of the process will 

be improved. 

Device used in the research is a vibrating dryer which is based on the previously made sifter (Korpal et 

al., 2005) with round sieves. The dryer is characterised by spatial motion caused by two identical 

electrovibrators fastened to the body of the dryer. Each vibrator consists of electric motor and unbalanced 

masses mounted on its shaft. Mathematical model of the process has to be designed to device the proper 

methodology of experimental research. In the initial phase the mechanical part of the device was 

designed. 

2. Mathematical Model 

The task of the vibrating dryer is to cause circumferential motion of seeds in the horizontal plane. Testing 

this trajectory is done by fluoridation of certain seeds and then their recording by motion-picture camera.  

 

Fig. 1: Schematic diagram of mechanical system of vibrating dryer. 
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Fig. 1 shows the schematic diagram of the process of forcing the seeds motion. The value of input is a 

vector of parameters  , , ,u u n    , where n  is a rotational speed set by the power inverter,   is an 

angle defining setting of the unbalanced masses in relation to a plane passing though the axis of the 

electric motor (Fig. 2),   is an angle of deviation of plane of centrifugal force rotation from vertical  

(Fig. 3) while   is a mutual phase shift of both vibrators. 

The vibrations of vibrator are caused by 4 masses in the shape of semicircle (two masses on the one side 

of the motor) positioned relative to each other at an angle 2   (Fig. 2). Change in angle   allows to 

change the unbalance of the mass, i.e. a change of centrifugal force constituting the vibration extortion. 

 

Fig. 2: Unbalanced masses: a) Real; b) Model system. 

The real part for calculations, shown in Fig. 2a, was simplified to the form of full semicircle (Fig. 2b) 

hereinafter referred to as a disk. The ring of mounting was omitted as well as 7 boreholes used for 

positioning disks relative to each other. For the calculations, after precise weighting, the disk mass was 

d 0,9kgm  . Radius of centre of gravity trajectory of unbalanced mass cgr  was determined from formula 

 d4

3
cg

r
r


  (1) 

where 
dr  is a radius of the disk. 

It is possible to define more precisely the radius of centre of gravity trajectory of unbalanced mass by 

taking into account the negative mass of 7 boreholes and the ring of mounting but it is not necessary. The 

difference was less than 1% in result. 

The value of the centrifugal force acting on one disk, e.g. disk 1, was given by the formula 

 2

1 d nc d cgF m a m r    (2) 

where: 
na  - centrifugal acceleration,   – angular speed of a disk. Angular speed is calculated from the 

rotational speed 2 n  , where n  is a value of rotational speed set by the power inverter. 

Due to the symmetry the value of centrifugal force 
2cF  acting on the second disc is the same. The 

resultant centrifugal force that causes vibrations of the system is the vector sum of the centrifugal forces 

of both discs. 

 
2

1 2 2 cosc c c c d cgF F F F m r       (3)  

where: 
cF  is a value of resultant force. 

The direction of the resultant force depends on the angles   and t  . Fig. 3 shows established 

coordinate system 0xyz . Lined plane is perpendicular to the axis of the vibrator. In this plane the 

centrifugal force moves in a circular motion. In this arrangement, the values of centrifugal force 

components along the axis of the coordinate system were determined. They are necessary to determine 

the vibrations of vibrating dryer in the vertical and horizontal plane. 
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Fig. 3: Determination of the components of the centrifugal force. 

 2cos 2 cos coscx c d cgF F m r      (4)  

 sinczy cF F   (5)  

 2cos sin cos 2 cos sin coscz czy c d cgF F F m r          (6)  

 2sin sin sin 2 cos sin sincy czy c d cgF F F m r          (7)  

Components calculated by equations (4), (6), and (7) determine vibrations which are motion excitation of 

vibrating dryer in specific planes for the system. 

3. Numerical Model of the Vibrator  

Numerical mathematical model of vibrator (equations (4), (6), and (7)) has been carried out in SCILAB 

environment, exactly in Xcos graphical editor. 

 

Fig. 4: Algorithm diagram for the mathematical model of the vibrator. 
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Variable parameters in the model are angles   and  . Several simulations were carried out for the 

vibrator with variable values of these parameters. Simulation results are presented in the form of diagrams 

for randomly chosen variables. 

 

Fig. 5: Graphical simulation of excitation forces of drive system 

a) 0.8rad, 0.7rad    b) 0.8rad, 0.6rad     

c) 2.0rad, 0.6rad    d) 2.0rad, 1.0rad   . 

4. Conclusions 

Values of forces determined from the mathematical model have been compared with the data obtained 

experimentally from the manufacturer. Despite the simplifying assumptions, there is a significant 

compatibility with data obtained from the manufacturer of electrically driven vibrators. 

 
Fig. 6: Comparison of the calculated and the manufacturer data. 

Obtained mathematical model will be very useful in subsequent steps of the mathematical modelling of 

the seeds motion during the drying process.  
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Abstract: In this contribution we present our new approach to obtain or better estimate mechanical fields 

(strain, stress and displacement) inside isotropic infinite body with ellipsoidal-like inclusions. The precise 

solution has been given by J. D. Eshelby (1957) to internal and external points of inclusion domains and 

form the basis of our work. When the Eshelby’s solution is extended to take into account perturbations due to 

the presence of numerous adjacent inclusions (Novák et al., 2012; Oberrecht et al., 2013) the solution given 

for dozens of points is very time demanding. Utilizing Artificial Neural Network (ANN) trained by exact 

Eshelby’s solutions to predict mechanical fields can be achieved considerable speedup at the cost of 

approximate solution. At this state we only focus on prediction of one component of a perturbation strain 

tensor for single ellipsoidal inclusion. 

Keywords:  Micromechanics, Isotropic Ellipsoidal Inclusions, Eshelby’s Solution, Artificial Neural 

Network. 

1. Introduction 

In these days, composite materials form an integral part of the world around us. Whether it's a well-

known material or material being just developed, we want to know the most about their properties and 

their behaviour at the macro or micro level. In this paper, we focus on the micro level behaviour of 

composite non-dilute material consisting of isotropic ellipsoidal-like inclusions and isotropic infinite 

matrix. Our main interest is the evaluation of micromechanical fields (strain, stress and displacement) on 

this type of material. 

2. Eshelby’s Solution 

The analytical solution for elastic fields caused by inclusions has been given by J. D. Eshelby (1957). In 

his work Eshelby shows that this problem can be decomposed into exactly two tasks of a known solution  

a)                         b)  

Fig. 1: a) Single inhomogeneity problem; b) Multiple inhomogeneity problem. 
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and then assembled back by making use of the superposition principle. The solution of a single 

inhomogeneity problem, see Fig. 1a, is therefore given as the sum of homogeneous infinite body problem 

and homogeneous inclusion problem, so called perturbation part of mechanical fields (Eshelby, 1957; 

Mura, 1982). In case of multiple inhomogeneity (Fig. 1b), the solution of mechanical field within a body 

with N inclusions is obtained as the sum of N single inclusion tasks scaled by a multiplier associated with 

each inclusion so as to fulfil self-equilibrium as presented in paper by Novák (2008). 

Using these solutions and computer programming the μMECH library (Novák et al., 2012; Oberrecht et 

al., 2013) was created for solving micromechanical fields in materials with single or multiple inclusions. 

But, despite the performance of computers, the solution for thousands of points (no matter if internal or 

external) is very time demanding. Therefore, we came up with the idea of speeding up the process with 

predicting approximate solutions by an Artificial Neural Network (ANN). 

3. Artificial Neural Network 

Artificial Neural Networks (ANN) are computational models based on central nervous systems, especially 

on brain (Gurney, 2002; Haykin, 2009). These models are capable of machine learning and recognizing of 

patterns in given data. ANN consists of many simple processing nodes – so called neurons – 

interconnected into systems that can change their structure during the training (learning) phase. To each 

connection between two neurons is assigned an adaptive value representing synaptic weight of this 

connection. Based on given data and respective results used as an external information flowing through 

the system, these weights are balanced in a way that the output of ANN corresponds to the actual results. 

There are numerous types of ANNs from single-directional systems to complicated multi-directional 

systems with many inputs and nested loops. One specific type of ANN is the feed-forward neural 

network. In this system, neurons are organized into layers where connections among neurons are placed 

only between adjacent layers, as shown in Fig. 2. There are no loops, cycles or feed-back connections. 

 

Fig. 2: Example of feed-forward Artificial Neural Network. 

The most widely used example is the multi-layer perceptron (MLP) with the sigmoid transfer function 

and the gradient descent method of training – so called backpropagation learning algorithm. The power of 

MLPs lies in their ability to approximate nonlinear relations which corresponds to our problem, so when 

speaking about ANN in the following text, the MLP is considered. 

4. Prediction of Eshelby’s Solution 

As described in section 2, the solution for materials with multiple inclusions is decomposed into separate 

solutions, each for every inclusion. Therefore, we assume here only single inclusion in the infinite 

isotropic body. But even so, the solution of mechanical fields depends on many input variables, such as 

load case, Young’s modulus and Poisson’s ratio of the inclusion and matrix, dimensions and rotations of 

the inclusion in space, coordinates of the inclusion centre and coordinates of a point where we want to 

evaluate mechanical fields. 
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4.1. ANN model and samples generation 

For a sake of simplicity, we decided to start with the simplest model where the only variables are 

coordinates of a given point and all the inclusion and matrix parameters are fixed. In such a case, the 

coordinate system of the inclusion coincides with the coordinate system of the applied load case and we 

can limit the domain of point coordinates to only the first octant of the inclusion coordinate system. That 

is because the mechanical fields around inclusion are symmetrical to planes defined by semiaxes of 

inclusion. The centre of the inclusion matches the centre of a used coordinate system. 

To generate uniformly distributed samples of point coordinates, we used software called SPERM 2.0 

(Novák, 2011) based on method of Latin Hypercube Sampling (LHS). In total we generate 10 000 points 

with uniformly distributed coordinates x, y and z in range from 0.0 to 0.5. Other material properties and 

used constants are listed in table 1. As the load case is always the remote unit strain, particular units are 

irrelevant thus it is only a question of scaling. 

 

Tab. 1: Material properties and used constants. 

Properties and constants Infinite matrix Inclusion 

Young modulus 5 50 

Poisson’s ratio 0.25 

Load case remote strain εxx = 1.0 in inclusion centroid 

Semiaxes dimensions / a1 = 0.15; a2 = 0.1; a3 = 0.05 

Euler angles / α = β = γ = 0.0 

4.2. Model training 

For the ANN training phase the reference results are needed. We used the above-mentioned μMECH 

library and for each point solve the perturbation fields. As another part of simplification we decide to 

predict only one element from the results, the perturbation strain εxx. From these results, we create a 

cumulative distribution function (CDF), as we want the results to be in uniform distribution. 

To create and train the ANN we used software called RegNeN 2012 (Regression by Neural Network) 

(Mareš and Kučerová, 2012) which is a software package for computing a regression for given data using 

artificial neural network. During the training phase the neural system itself is created. It is composed from 

three input neurons in the first layer, n neurons in the second so called hidden layer and one output neuron 

in the third layer. Numbers of neurons in hidden layer depend on the self validating process for which the 

software uses so called cross-validation method. 

In this method the samples are divided into m parts from which m-1 parts are used to calibrate the weights 

between neurons and the remaining part is used for validation. Then one neuron is added into hidden 

layer, the process of calibrating is repeated with different m-1 parts and for validation is used the current 

remaining part. This is repeated m-times and finally the ANN with smallest error is saved. 

4.3. Results verification 

In practical use, this is the place when the desired prediction of results takes a turn. Material for which we 

want to know the mechanical fields must be distributed in the same data format as was used in the 

training phase. These simple inputs are forwarded to already trained ANN which in a split of a second 

return predicted results based on previously calibrated synaptic weights. 

But because of the development of this method we are more interested in the accuracy of predicted results 

than the results itself. So we take all of the 10 000 input samples that we used for the ANN training and 

perform the prediction of results. Since we used the CDF values for ANN training, the predicted results 

were also in a scale from 0 to 1. The difference between exact and predicted data in CDF values is shown 

on Fig. 3a. Data on Fig. 3b are the same values only converted back using the inverse CDF. 
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a) b)  

Fig. 3: Comparison of predicted results and exact results in: a) CDF values; b) Original values. 

5. Brief Results 

As can be seen from Fig. 3 the predicted results are distorted with an error which is most evident with the 

outlying data. In the case that the training data set will contain a sufficient representation of these outlying 

values the ANN should be able to better detect correlations for these values and predict better results. So 

we see a possible improvement in the use of a much larger set of training data. 
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