
LOGARITHMIC STRAIN IN 1 VERSUS 3(2) DIMENSIONS

Z. Fiala1

Summary: The paper discusses the logarithmic strain in one dimension (1D) from
the geometrical point of view to highlight the nature of problems when generalizing
it to more dimensions (3D or 2D). Starting from geometry of positive real numbers
R+, author advocates the geometrical approach via the Riemannian geometry of the
space of symmetric positive-definite n×n matrices (n stands for dimension) of real
numbers Sym+(n,R) ∼= GL+(n,R)/SO(n,R), which reduces to R+ in the case
of 1D. Based on previous papers, he demonstrates that only such an approach can
guarantee consistent and well-defined manipulation with the logarithmic strain in
more dimensions. Even though the geometry itself is rather unusual and nonintui-
tive due to its non-euclidean nature, its profit for the theory of finite deformations
is noticeable and has already been demonstrated formerly – the natural and unam-
biguous linearization for an incremental approach within finite deformations, based
on covariant derivative instead of on one of many objective time derivatives.

1. Introduction

Even though the logarithmic (natural) strain was proposed by Ludwik (1909) for one dimen-
sional extension of a rod, it is also named after Hencky (1928), who extended it to 3D in terms
of logarithmic strains appropriate for the three principal directions. However, its use to studies
wherein the principal axes of strain rotate in the body is difficult to grasp. Its main advantage
in 1D (in 3D only in the previous non-rotating case) is additivity of progressive elongation in-
crements (see (4)). Truesdell et al. (1960), p. 270, critically noted: “Such simplicity for certain
problems as may result from a particular strain measure is bought at the cost of complexity for
other problems. In a Euclidean space, distances are measured by a quadratic form, and attempt
to elude this fact is unlikely to succeed.” Therefore, they advocate using the Cachy-Green or
Almansi strain fields instead of the logarithmic one.

An attempt to construct the logarithmic strain from deformation tensors, which are such
quadratic forms, was made in (Freed, 1995), though he paid little attention to the emerging
problems due to the non-commutativity of matrix multiplication. Based on previous papers
(Fiala, 2008, 2009), in which we relate the logarithmic strain to geometry of the space of sym-
metric positive-definite matrices of real numbers Sym+(n,R), actually representing deforma-
tion tensors, we shall tackle these problems from the mathematical point of view to stress the
significance of the non-commutativity of matrix multiplication within the non-euclidean ge-
ometry of Sym+(n,R). Since now Sym+(1,R) ≡ R+, commutativity of multiplication of
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real numbers enables to think of deformations in 1D in terms of the (euclidean) vector space
R. In Sym+(3,R), such a situation arises only along geodesic (generalized straight lines). The
role of commutivity noticed already Fitzerald (1980), though he did not relate it to the specific
geometry of Sym+(3,R).

2. Deformation process and strain measures

First we remind engineering definitions of strain for rod:

Simple strain

εs : =
l − l0
l0

=
δl0
l0

=
δl(l0)

l0
; (1)

True strain (also natural, logarithmic, or effective specific) defined as the total of each incre-
mental increase in length divided by the current length

εtr : =

∫ l

l0

dλ

λ
=
[
lnλ
]l
l0

= ln
l

l0
, (2)

and so
εtr = ln(1 + εs). (3)

The intrinsic appeal of the true strain is precisely that it can be totalled as compared with the

simple strain. That is, for two successive deformations l0
δl(l0)−→ l1

δl(l1)−→ l2 we have

ε02
tr = ε01

tr + ε12
tr , (4)

where
εijtr = ln

lj
li
. (5)

In generalizing the logarithmic strain to 3D, we shall find that this appealing feature in general
no longer applies.

Before proceeding further, we remind definitions of strain within the framework of contin-
uum mechanics: Globally, a deformation

x = Φ(X, t), F =
∂Φ

∂X
(6)

is represented by a diffeomorphism Φ : B → E3 (i.e. a one-to-one map, which is differentiable
together with its inverse) and a deformation process by a time-dependent diffeomorphism Φ :
I×B → E3. However, within continuum mechanics one adopts a local point of view to describe
a deformation process in terms of a time-dependent deformation field, expressed by means of
the deformation gradient F – a linearized diffeomorphism Φ, and its transpose F T. We shall
consider here the right Cauchy-Green deformation field C = F TF , represented by a symmetric,
positive-definite matrix Sym+, resp R+ in 1D.

C(X) = F TF (7)

and the rate-of-deformation tensor

d(x) =
1

2
(L+ LT) (8)



where
L(x) = ḞF−1. (9)

Now,

∂Ct(X) : =
∂C

∂t
= F TḞ + Ḟ TF = F T(ḞF−1+ F−TḞ T)F = 2F TdtF ≡ 2Φ∗(dt) (10)

is an image of 2dt(x) in reference configuration, and so ∂Ct(X) represents the deformation rate
in terms of a tangent to the deformation process described as a curve Ct(X) in the space of all
deformation tensors from Sym+, resp R+.
STARTING POINT: A deformation process will be represented by a trajectory C : I → Sym+

in the set of all symmetric, positive-definite real matrices. If the initial configuration is un-
strained, the initial condition C0 = I , where I stands for the identity matrix.
Since both C and I belong to the same tensor space, we can subtract I from C to find a relative
deformation, a one more strain – the Green-St. Venant strain tensor 1

2
(C − I).

For all the strain tensors in 1D we now obtain:

Green - St.Venant strain

EG(X) =
1

2
(C(X)− I) =

1

2

(
F 2(X)− 1

)
≈ F (X)− 1, for F close to 1. (11)

Simple strain

Es(X) =
δλ

λ
=
F (X)λ− λ

λ
= F (X)− 1, (12)

where λ is a vector emanating from X . For homogeneously deformed rod (that is all the vicini-
ties along the rod deform the same way, independent of X)

Es =
δl0
l0

=
l − l0
l0

=
Fl0 − l0

l0
= F − 1, (13)

where l is the length of rod.

True strain

Etr(X) =

∫ λ1

λ0

dλ

λ
= ln

λ1

λ0

= (14)

= ln
F (X, t1)λ0

λ0

= lnF (X, t1) ≈ 1 + F (X, t1), for F close to 1, (15)

where λ is length of a vector emanating from X . Note, that in this case the whole deformation
process parameterized by t ∈ 〈t0, t1〉 is considered when integrating, even though the result
mentions only the starting t0 and terminal t1 times – at the undeformed state resp. the deformed
one. Again for homogeneously deformed rod

Etr = ln
l1
l0

= ln
F (t1)l0
l0

= lnF (t1) ≈ 1 + F (t1) . (16)

Comment: Since ds2 − ds2
0 : = 2EG dX

2

2EG = Es(Es + 2) . (17)

In addition,

Etr = ln(1 + Es)

= 1
2

ln(1 + 2EG) = 1
2

lnC . (18)



3. Deformation process as a lagrangian system

In this section we show that properties of deformation tensors endow the configuration space
R+– the representative of the space of deformation tensors in 1D, with the structure of H1 – the
hyperbolic 1D space to demonstrate its intimate connection with the logarithmic strain in the
next section, and compare it with Sym+(3,R).

First, consider two successive deformations: 0
Φ10−→ 1

Φ21−→ 2 (from the state labeled by 0 to
that labeled by 2, through the intermadiate one labeled by 1), where

Φij : j (' Φ(tj,B))→ i (' Φ(ti,B)) , (19)

then
Φ20 = Φ21 ◦ Φ10 and F20 = F21 · F10 . (20)

Denoting by Cji the deformation of body in the configuration j with respect to the configuration
i, preceding formulas due to C = F TF result in

C20 = F T
21 · C10 · F21 ≡ Φ∗21(C10) , (21)

introducing thus translation operation Φ∗ by F on the space of deformation tensors in terms
ofmatrix multiplication (or simple multiplication in 1D):

Φ∗ : GL× Sym+ → Sym+ (22)
or Φ∗ : R× R+ → R+ in 1D, (23)

such that
Φ∗ : (F,C) 7→ F TCF, (24)

and for which Φ∗20 = Φ∗21 ◦ Φ∗10.
Second, one can introduce a Riemannian metric on R+, resp Sym+. Let us start with 1D.

The stress power

δEi
δt

: =

∫
Φ(B)

(σ : d) dx =

∫ l

0

(
F−1JσF−T) (F TdF

)
F dx =

=

∫ L

0

P 1
2
∂C dX =

∫ L

0

〈P, 1
2
∂Ct〉TCt(X)R+ dX =

〈〈
P, 1

2
∂Ct
〉〉
TCtR+ (25)

=

∫ l

0

F−1F−T (F TJσF
)
F−1F−T (F TdF

)
F dx =

=

∫ L

0

C−1KC−1
(

1
2
∂C
)
dX =

∫ L

0

ΩCt(X)

(
K, 1

2
∂Ct
)
dX = ωCt

(
K, 1

2
∂Ct
)
. (26)

Now, P : = F−1JσF−T is the reference configuration’s representative of the Kirchhoff stress
τ = Jσ, known as the 1st Piola-Kirchhoff stress, and K : = F TτF – the convective stress, also
the reference configuration’s representative of the Kirchhoff stress. Since a deformation process
in 1D can be represented by a curve in R+, we conclude from (25) that the 1st Piola-Kirchhoff
stress is a covector, and from (26) that the convective stress is a vector. Thus, the expression
in (26)

ΩC(H,D) =
1

C2
HD (27)



stands for an inner product of any two vectors D,H emanating from a common point C, and
so defines the Riemannian metric on R+ – the space of deformation tensors in 1D. This space,
endowed with basic operation of simple multiplication and with the Riemannian metric (27) is
known as (see Appendix A) the one-dimensional hyperbolic space H1 : = (R+, ·) .

On the other hand, it has already been proved for more dimensions (see Fiala (2009))

δEi
δt

: =

∫
S
(σ : d) dv =

=

∫
S

(
σijdij

)
dv =

∫
B
〈P, 1

2
∂Ct〉TCt(X)Sym

+ dV =
〈〈
P, 1

2
∂Ct

〉〉
TCtSym

+ (28)

=

∫
S

(
σijd

j
i

)
dv =

∫
B

ΩCt(X)

(
K, 1

2
∂Ct

)
dV = ωCt

(
K, 1

2
∂Ct

)
. (29)

From the viewpoint of Sym+(3), the deformation process is a curve, and so the deformation at
a particular time, represented by the deformation tensor Ct, is a point. The rate of deformation
∂Ct at Ct is thus a vector attached to this point Ct, as well as the mixed convective stress tensor
K, corresponding to the Kirchhoff stress K[ = Φ∗t (Jσ

[). Thus, (29) specifies the Riemannian
metric on Sym+(3,R)

ΩCt(H,D) : = tr (C−1
t HC−1

t D)
(
≡ Bi

jK
j
kB

k
l ∂C

l
i

)
, (30)

which makes it the Riemannian (globally) symmetric space. Just as in 1D, the second Piola-
Kirchhoff stress tensor

P = ΩCtK = C−1
t KC−1

t (31)

corresponding to the Kirchhoff stress P ] = Φ∗t (Jσ
]) is a covector (i.e. covariant vector), also

attached to the point Ct, and

〈P, 1
2
∂Ct〉TCtSym

+ : = tr (P∂Ct)
(
≡ P i

j ∂C
j
i

)
(32)

= tr (C−1
t KC−1

t ∂Ct) = ΩCt(K, ∂Ct) . (33)

We have thus arrived at formulation of the deformation process in terms of a lagrangian
system (for example: Holm (2008), Marsden et al. (2003), Arnold (1989)), and so we can
employ the methods of analytical mechanics:
CONCLUSION: Deformation process can be described by a curve in the configuration space
H1 = (R+, ·), resp Sym+(n,R), with a ”kinetic energy” (strain energy actually - the termino-
logy here adheres to that of analytical mechanics) given by the Riemannian metric (27), resp (30).
Stresses are then represented by vector field (the convected stresses), resp covector field (the 1st
Piola-Kirchhoff stress) along this curve, related to each other by this Riemannian metric (31).
Now, since the rate of change of any vector/covector field along a curve is necessarily expressed
in terms of covariant derivative, we thus arrive at the Zaremba-Jaumann time derivative (Fiala,
2008). However, in 1D it reduces to simple time derivative and this fact will be related to the
geometry of H1, which is much simpler in contrast to that of Sym+.

4. Logarithmic strain and the geometry of H1 vs Sym+(n,R)

Now supposing C∈ H1, we are ready to analyse the relation (18) : Etr = 1
2

lnC from the point
of view of the geometry of the one-dimensional hyperbolic space H1. Without trouble we can
start with LogC0

(.) – see (61)
LogC0

: R+→ R, (34)



generalizing (18). This mapping isometrically transforms geometry of H1 into euclidean ge-
ometry of vector space (R,+) (see Appendix A). Since multiplication of real numbers is com-
mutative, it transforms composition of successive deformations (21) from multiplication

C20 = F T
21 · C10 · F21 = F T

21 F21 · C10 = C21 · C10 = C10 · C21 , (35)

into summation (cf. (4))
Etr 20 = Etr 21 + Etr 10 . (36)

Isometry means that these spaces are geometrically indistinguishable, and since within ana-
lytical mechanics the geometry determines the mechanics via the virtual power (i.e. Riemannian
metrics), both spaces represent the same mechanics, and we can thus thought of the transfor-
mation (34) simply as a change of coordinate system. Moreover, due to its euclidean nature the
Zaremba-Jaumann time derivative in (R,+) equals to the simple time derivative, just as in H1

(see Appendix B), and the theory of finite deformations in this representations looks precisely
the same as that of small deformations (simple time derivative, superposition of successive de-
formations).

In more dimensions the situation is totally different. The transformation

LogC0
: Sym+(n,R)→ sym(n,R) (37)

between the space of symmetric positive-definite matrices with Riemannian metric (30), and the
(euclidean) vector space of symmetric matrices sym(n,R) with euclidean metric is no longer
isometry, even though it is one-to-one and differentiable. The Zaremba-Jaumann time derivative
then cannot be reduced to the simple time derivative and we have to resort to the logarithmic
time derivative when using logarithmic strain (see (Fiala, 2009)). Moreover, since matrix multi-
plication is not commutative, successive deformations cannot be simplified as in (35) and trans-
formed into summation (36). In this respect, Fitzerald (1980) speaks about a non-Abelian group
under addition in the space of tensorial logarithmic strain measures, though without being more
specific. Next paragraph suggests that Sym+(n,R) should rather be the (globaly) symmetric
space, in particular a left coset space GL+(n,R)/SO(n,R) with the Riemannian metric (30)
(see (Fiala, 2009)).

In fact, for commuting matrices, i.e. AB = BA, and only for them applies

log AB = log A + log B, resp (38)
exp A· exp B = exp(A + B). (39)

Commuting matrices are characterized by the same principal directions, and so are all of the
form A = O−1ΛO, B = O−1ΓO, where both Λ, Γ are diagonal and O is the same orthogonal
matrix. Now, we can select one-parameter subsets Ct of Sym+(n,R), for which (35) still holds
true:

ExpC0
: sym(n,R)× R→ Sym+(n,R) (40)

ExpC0
: (H, t) 7→ Ct ≡ ExpC0

(Ht) : = C0 exp(C−1
0 Ht). (41)

Then for
LogC0

: = C0 log(C−1
0 C): Sym+(n,R)→ sym(n,R) (42)



on an one-parameter set Ct ≡ ExpC0
(Ht) we have due to (39)

LogC0
(Ct) = Ht, and so (43)

LogC0
(Ct+τ ) = LogC0

(Ct) + LogC0
(Cτ ) (44)

and (cf.relation (35))
Ct+τ = Ct ·Cτ = Cτ ·Ct . (45)

These one-parameter subsets indexed by symmetric matrix H ∈ sym are in fact geodesics in
Sym+(n,R), i.e. generalized straight lines starting from point C0 in direction of vector H.

Thus, generalizing logarithmic strain from one to more dimensions we come across the
geometry of Sym+(n,R) ∼= GL+(n,R)/SO(n,R) implicitly via geodesics. It is quite natu-
ral to make use of the geometry explicitly when considering general deformation processes,
and not only those made up of geodesics (see (Fiala, 2009)), along which the rate of change of
tensor fields again reduces to simple time derivative. In the case of 1D, Sym+(1,R) reduces
to H1. For 2D Sym+(2,R) = GL+(2,R)/SO(2,R) = R+× SL(2,R)/SO(2,R) ≡ H1× H2,
where H2 is the Lobachevsky geometry in its Poincaré representation in terms of the upper
half-plane model, and for 3D such equivalence no longer applies and Sym+(3,R) 6= H1× H3.
Though both Hn and Sym+(n,R) are the spaces of constant negative curvature, Sym+(n,R)
for n ≥ 3 is quite different (Bridson et al., 1999).

Second, in this respect, integration of the deformation-rate field along deformation curve
deserves also some comment, namely ∫ t

t0

Dτ dτ , (46)

where Dτ : = Φ∗(dτ ) = F−1dτF = 1
2
Bτ∂Cτ . The anticipated result, announced in (Freed,

1995) ∫ t

t0

Dτ dτ =
1

2

∫ t

t0

B∂C =
1

2
log(Bt0Ct) , (47)

is not definitely correct in general as in 1D, but can be made plausible in more dimensions
only for geodesics. In fact, along geodesic 2D = Bτ∂Cτ = (log Bt0Cτ )/(τ − t0) (cf. (41)) is
constant matrix, and so we can naturally set∫ t

t0

Dτ dτ = D

∫ t

t0

dτ = D(t− t0) =
1

2
log(Bt0Ct). (48)

However, since a general deformation process can be approximated by piecewise connected
geodesics, so can be approximated the integral (48) by a sum, and we get∫ t

t0

2Dτ dτ ≈
n−1∑
i=0

∫ ti+1

ti

2Dτ dτ = log(Bt0Ct1) + log(Bt1Ct2) + ... + log(Btn−1Ctn)

6= log(Bt0Ct). (49)

This inequality is again due to the non-commutativity of matrix multiplication.
Third, non-commutativity also accounts for the failure of the return to the starting point

of two successive deformations followed by their inversions, i.e. the failure of the closure of
the whole deformation process, in the case of finite deformations contrary to small ones. To



be more specific, consider two deformations starting from the undeformed state (i.e. at the
identity matrix I) with deformation rates DI,HI, from which we shall construct two constant
vector fields D,H by means of translation ρ on Sym+(n,R) (see Fiala (2009)), so that for any
C ∈ Sym+(3,R) a vector value DC of the vector field D at C reads

DC = ρ∗(C
1/2) (D) ≡ C

1
2 DC

1
2, resp. (50)

HC = ρ∗(C
1/2) (H) ≡ C

1
2 HC

1
2

Now, the whole process takes the form

C(t) = ExpC3
(−
√
tHC3) ◦ ExpC2

(−
√
tDC2) ◦ ExpC1

(
√
tHC1) ◦ Exp I(

√
tDI), (51)

where C1 = Exp I(
√
tDI), C2 = ExpC1

(
√
tHC1) etc. and the sign ’-’ indicates an inverse

deformation. Since C(t) 6= I, the curve C(t) has its tangent, (and since these geodesics are
actually flows of these constant vector fields, i.e. solutions of equation Ċt = DCt) we obtain
(see for example Frankel (1997))

C(t) ≈ t (DIHI −HIDI) ≡ t [DI,HI] 6= 0. (52)

For small deformations, the configuration space sym(3,R) is a vector space, in which geodesics
are ordinary straight lines, and so the constructed parallelepipeds (51) are closed.

Figure 1: Failure to close two successive deformations followed by their inversions

5. Conclusion

The previous paper (Fiala, 2009) concluded with an observation that the geometrical approach
to deformation via geometry of Sym+ looks remarkably compact and self-consistent, and pro-
vides a natural way to linearization of deformation process and to the incremental approach
within finite deformations (Fiala, 2008). Now, I would like to stress another aspect of trying to
properly master the underlying geometry of the configuration space Sym+(3,R), namely, the
numerical one. Let us conclude with a quotation (Iserles et al., 2000), which pretty well justi-
fies further study in this direction: ”An important reason why a manifold, rather than the entire
Rn, is a suitable configuration space is that it often expresses crucial geometric attributes of the
underlying differential system, e.g. conservation laws, symmetries or symplectic structure. An
added bonus of this approach is that it frequently leads to interesting numerical advantages, in
particular to slower error accumulation.”



Appendix A: Geometry of the one-dimensional hyperbolic space H1

For more about hyperbolic spaces see (Cannon et al., 1997) - in particular model H, which in
1D matches up precisely with our setting.

Rewriting (27) as ds2 = gij dx
idxj we identify one and only one component of the metric

tensor:
g11 = x−2, (53)

and from the relation gij gjk = δki its contravariant counterpart

g11 = x2. (54)

Based on relation ∂1g11 = −2x−3, for the only one component of the Christoffel symbols
Γijk = 1

2
gil (∂kglj + ∂jglk − ∂lgjk) we get

Γ1
11 = −x−1, (55)

so that the covariant derivative of any vector field w = w1∂1 with respect to a vector u = u1∂1

reads
∇uw = ui(∂iw

k + wjΓkji)∂k = u1(∂1w
1 − w1x−1)∂1. (56)

Now, a geodesic curve, which is a generalization of a straight line in non-euclidean geo-
metries, is a curve c(t) ∈ R+ that parallel-transports its own tangent vector ∂tc , and so the
geodesic equation reads

∇∂tc∂tc = 0. (57)

Considering (56), we obtain

∇∂tc∂tc ≡ ∂tc

(
∂ 2
t c− ∂tc

1

c

)
= ∂tc · c · ∂t

(
c−1∂tc

)
= 0, (58)

which, since c(t) > 0, is zero iff c−1∂tc = const. For initial conditions c(0) = c0, ∂tc(0) = ∂ 0c
we get the solution

c(t) = c0 exp(t · c−1
0 ∂ 0c) ≡ Expc0(t · ∂ 0c) . (59)

On the other hand, if the geodesic is determined by two points c(0) = c0 and c(1) = c1, then
the geodesic reads

c(t) = Expc0(t · h(c1)) , (60)

where h(c1) stands for vector

h(c1) = c0 log
(
c−1

0 c1

)
≡ Log c0(c1) . (61)

Denoting by Tc0R+(' R) a vector space of all vectors emanating from the common point c0,
we interpret the mapping

Log c0: R+→ R (62)

as that assigning to all points from R+ the corresponding vectors in R. Moreover, this map-
ping is an isometry between H1 with Riemannian metric (27) and the (euclidean) vector space
(R,+) with euclidean metric ds2 : = dx2. Isometry means that these spaces are geometrically
indistinguishable, and since in analytical mechanics the geometry governs the mechanics itself
via virtual power (the Riemannian metrics), the corresponding mechanics are also the same.



Even though hyperbolic spaces Hn for n > 1 have constant negative curvature, the case of
n = 1 is different. The Riemann curvature tensor Rl

kij = ∂iΓ
l
kj − ∂jΓlki + ΓmkjΓ

l
mi−ΓmkiΓ

l
mj has

now only one component
R1

111 = 0, (63)

and so the curvature of H1 is zero. This is due to the fact that the operation of multiplication
of real numbers in R+ is commutative, whereas the corresponding matrix multiplication for the
case of n > 1 not (cf. (24)). This fact also explains why the logarithmic strain in more dimen-
sions behaves more complex than in 1D, and why (and in particular how) the non-euclidean
geometry enters the theory of finite deformations.

Appendix B: the Zaremba-Jaumann time derivative in H1

Note the transformation between vectors (in the sense of H1) U : = U1
1 in reference configura-

tion and u : = u1
1 in actual configuration

U −→ u = Φ∗(U) = F−TUF−1 (64)
u −→ U = Φ∗(u) = F TuF (65)

and covector (again in the sense of H1) Ω : = Ω1
1 in reference configuration and ω : = ω1

1 in
actual configuration

Ω −→ ω = Φ∗(Ω) = FΩF T (66)
ω −→ Ω = Φ∗(ω) = F−1ωF−T. (67)

Since (commutativity counts in)

Φ∗(∂U) = Φ∗[∂(Φ∗u)] = F−T[∂(F TuF )]F−1 = u̇+ LTu+ uL = u̇+ 2du (68)
Φ∗(∂Ω) = Φ∗[(∂ Φ∗ω)] = F [∂(F−1ΩF−T]F T = ω̇ − Lω − ωLT = ω̇ − 2dω, (69)

for the rates – the Zaremba-Jaumann derivatives (again commutativity counts in) we get

D

dt
U : = ∂ U +∇∂CtU = ∂ U − (∂Ct)C

−1
t U (70)

ůZJ : = Φ∗
(
D

dt
U

)
= u̇+ 2du− 2du = u̇ (71)

and
D

dt
Ω : = ∂ Ω +∇∂CtΩ = ∂ Ω + (∂Ct)C

−1
t Ω (72)

ω̊ZJ : = Φ∗
(
D

dt
Ω

)
= ω̇ − 2dω + 2dω = ω̇. (73)

We have thus proved that the Zaremba-Jaumann time derivative in 1D reduces to the simple
time derivative.
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